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1.   Description of Progpusa 

1.1.  Grammar 

i"*1/- 1.1.1.   Intermediate Syntactic Representation 

,Vj,'> A Prolog version of the representation developed at NYU to mediate between the syntactic parse and semantics 
KB (the intermediate syntactic  representation, or ISR) has been implemented, and ISR rules for the SDC  restriction 
IAAH grammar have been developed.   This provides a uniform syntactic output for the SDC and NYU systems. I 
/■A 1.1.2.   PNF Rules and Restrictions 

ml Coverage of CASREPS 
Urn 

Out of 154 total sentences in the CASREP corpus, 131, or 95%, are correctly parsed. 92 of these are parsed 
correctly on the first parse, 17 on the second or third parse, and 22 on the fourth or subsequent parse. 23 are not 
parsed correctly, either due to ill-formed input, problems with the lexical scanner (discussed below), inadequacies of 
grammar coverage, or xor problems (also discussed below). 

Extensions to Grammar 

The extensions to the grammar required to parse the CASREPS corpus include the addition of rules for frag- 
ments, objects, sentence adjuncts, and "wh-constructions" such as relati1 e clauses. A detailed discussion of the gram- 
mar extensions and parsing results for the CASREP sentences is included in the appendices to this report. 

Fragments 
Approximately half of the sentences in the CASREPs are not full sen'tences. Nevertheless, these fragments fol- 
k" quite regular patterns, and fall into one or another of four basic types; tvo (tensed sentence missing subject, 
as in A4.1.2, Believe the coupling from diesel to sac lube oil pump to be sheared); zerocopula (missing verb 6e, as 
in A6.0.0, Far* ordered); nstg.Jragm.e.nt (isolated noun phrase, as in B.34.1.i, Loss of oü pump pressure); or 
predicate (isolated complement of verb be, as in Bl2.1.2, Believed due to worn bushings, or A.l.1.2, Unable to 
consistently start nr lb gas turbine). 

The syntax and the semantics of these elements pre quite regular, and thus fragment coverage does not add 
signücantly to the complexity of the grammar. A total of six BNF rules (out of 106 total) and 3 restrictions 
(out of 55 total) were added to the grammar to cover fragments; in addition, 2 BNF rules and 1 restriction were 
altered to accomodate fragments. 

Object Options 
The grammar has also been extended to cover a wider range of object types, including a variety of embedded 
infinitivals, embedded clauses, and non-clausal predications such as subject+object of be (as in B26.1.5, High io 
temp due to design of first flight oil cooler believed contributor to unit failure). 

Sentence Adjuncts 
A rich variety of sentence adjuncts occurs in the CASREPS, in^ luding a range of clausal and sub-clausal strings 
introduced by subordinatiig conjunctions (as in B20.1.1, while engaged) and present participles (as in Bll.1.1, 
causing erratic operation). In addition, the restriction component was extended to prevent spurious ambiguities 
arising out of the enrichment of sentence adjunct possibilloies. 

Wh-expressions 
Relative clauses and other wh-expressions are rare in the CASREPs. However they do occur (cf. B36 1.3, 65 psi 
which is low lube oil alarm set point);l\ie grammar has also been expanded to cover these constructions ai.d tc 
enforce the complex restrictions on their occurence. 

Problems 

The major remaining difiicvlties include the following: 

•I 1 
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Lexical scanner problems 
Word-internal occurcnces of periods, slashes, etc. arc currently rejected by the lexical scanner. 

XOR Problems 
The 'committed or' which controls disjunctive application of the ass'rtion, question) fragment, and compound 
options is generally successfu' in capturing the intended parse. However, there are several sentences in the 
CASREP corpus in which a spurious assertion parse preempts a correct fragment parse, e.g., B2().1.5, High Lo 
temp believed contributor to unit failure., where believe is taken as the main verb with subject temp and con^rt- 
butor as the object (they believed it), rather than as a fragment of the type zcro_copula, where believed is taken 
as a past participle (temp [wasj believed (to bej a contributor...). 

Remaining grammar problems 
Full and accurate coverage of the CASREPs requires further work on the grammar, including the following: 
finer-grained treatment of the noun phrase; restrictions on adverbs to prevent, e.g., the ai.alysis of very as a sen- 
tence adverb; modification of the BNF rules to accomodate multiple sentence adjuncts; modification of conjunc- 
tion rules. 

1.2.   Semantics 

Semantic Coverage 

Approximately 150 lexica' items have been identified in the CASREPS corpus which need specialized semantics 
rules. These include verbs, nominalizations, and nouns w:',li arguments, as discussed below. Rules have been 
developed for 83 of these lexical items, primarily those having to do with machine states and functions, about half of 
the total. 

Interpreter Modifications 

The processing of nominalizations and verbs is being made more and more distinct. 

An unbound obligatory role now causes backtracking and reassignment of syntactic constituents. 

An extra level has been added to the interpreter to allow for the recognition of transparent predicates, and for 
the call to the temporal component. These transparent predicates do not have decomposition rules but their argu- 
ments do. This makes it possible to represent components of meaning pertaining to the temporal properties of verbs 
(aspectual operators such as start and occur) and also to handle verbs whose complements provide the semantic con- 
tent of a predication (have and be). 

Extensions to Semantics 

Nominalizations and Nouns with Arguments 
The coverage of the domain specific semantics has been expanded to include nominalizations and nouns which 
take arguments. The verb semantics component has been generalized to handle several types of noun phrases 
whose semantics resembles that of sentences. Nominalizations, such as clutch engagement and engine start, can 
be analyzed, as well as nouns which take arguments, such as oil pressure. The final semantic description of a 
noun phrase such as clutch engagement resembles that of the related sentence, clutch engages. The syntactic 
differences between the sentence and noun phrase is captured by having two sets of mapping rules, the rules 
which relate syntactic constituents to semantic roles, one set for sentences and one set for noun phrases. In the 
case of the verb, engage, the mapping rules specify that the subject can be mapped to the patient role. In the 
case of the noun, engagement, the corresponding mapping rule specifies that a noun modifier can be mapped to 
the patient role. Nominalizations go through time analysis (discussed belowj just as do sentences. 

Certain nouns (e.g., temperature and pressure) have an argument structure similar to verbs and rominaliza- 
tions. They have their own decomposition rules but make use of general noun phrase mapping rules. Thus 
noun phrases like oil pressure in sac can be handled somewhat analogously to nominalizatic.is like metal con- 
tamination in oil filter. The processing for nouns with arguments differs from nominalizations in that nouns 
with arguments do not go through time analysis. 
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Verb Taxonomy 
Tlic verbs have been analyzed arronlim; to several criteria in order to assign them to categories in a verb taxon- 
omy. The criteria, include the semantic, classes of the verb arguments, the semantic roles of the same argu- 
ments, the possible syntactic realisations of those semantic roiea, and the semantic usage of the verb in this 
domain. During this process the set of semantic roles, the set of semantic classes for verb arguments, and the 
set of semantic categories for the verb taxonomy have been gradually stabilizing, and are discussed in more 
detail in the Appendix ?. 

Semantics Rules 
Decomposition rules and corresponding mapping rules for both noun phrases and clauses have been designed for 
several classes of verbs, nominalization.s and nouns.These classes include investigative activities, measurements 
of pressure and temperature and changes of measure, maintenance activities, symptoms in or damage to 
machine parts or systems, and repair, removal or installation of machine parts. These rules are being gradually 
added to the working system in order to insure smooth interaction among the clause semantics, noun phrase 
semantics, reference resolution and the time component. 

1.3.   PragmafcicH 

Reference Resolution 
A detailed discussion of cooperation between semantics and reference resolution is provided in the paper, Recov- 
ering Implicit Information, which is included as an appendix. The paper. Focusing and Reference Resolution in 
PUNDIT, which describes the reference resolution process in detail, is also included as an appendix. 

Temporal Analysis Component 
A domain independent component to process information about time has been implemented. The time com- 
ponent cooperates closely with the semantic analysis of noun phrases and clauses. ' 'emporal information is 
present in the inherent meaning of the verb or nominallzatiou, the tense of the main «erb, the perfect or pro- 
gressive verbal elements if present, and the meaning of time adverbs. The time component takes the output 
from the semanti- analysis of the main clause of every sentence, and of references to events in adverbial phrases 
expressing a time relation, and processes the temporal information contained in the sentence. Because a 
clause or nomh alization can refer to a real or hypothetical state-of-affairs, the time component must first deter- 
mine whether o ■ not a uniqr.e, specific time has been referred to. If so, it then determines the temporal proper- 
ties of the real-fime states-of-affairs and the temporal o-derings of the various states-of-affairs. 

While the past tense of verbs without modal auxiliaries generally refers to a specific time, the present tense has 
real-time reference only with certain verbs. For verbs in the present tense, the current implementation deter- 
mines whether a real time has been referred to by looking at the meaning of the verb. Future implementations 
will also look at modal verbs (e.g. will/should/can) and the presence of adverbs which have inherent time refer- 
ence (e.g., yesterday/May 18, 1986). 

Three types of states-of-affairs with different temporal properties are represented: 1) states, 2) processes, and 3) 
changes-of-state. A state is a situation in which there is no change from moment to moment, i.e., the state 
remains constant through some PERIOD of time. A process is a state-of-atfairs in which there is change from 
moment to moment, i.e., some kind of activity takes place over some PERIOD of time. A change-of-state pred- 
ication denotes a transition at some MOMENT in time to a new state-of-affairs. 

Every state-of-affairs takes place at some event time (ET). There are two temporal orderings that can be com- 
puted for every real-time state-of-affairs: the relation of event time (ET) to the time at which the text was gen- 
erated (an obligatory relation) and the relation of its event time to the times of reference events (RT) men- 
tioned in adverbial phrases or clauses (an optional relation). States and processes can precede, be contem- 
poraneous with, or start before and continue through the time at which the report is generated (GT): 

engine was operating 
engine is operating 
engine has been operating 

(ET precedes GT) 
(ET contemporaneous .vith GT) 
(ET starts before and continues through GT) 
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«^ Tlie outcome of a chaiige-ol'-slatf c.vu itself be a state or a process and thus may also have the relations to 
report genera lion time given above 

Given a time adverb which relates two states-of-all'airs, (e.^;., before/after/when) the lime component computes 
the relative ordering oil the basis of the meaning of the adverb and the temporal properties of the relevant 
states-of-affairs.   The set of possible relations between two states-of-affairs ET and RT currently includes: 

sac disengaged immediately after alarm. 
preisure dropped to 72 psi then increased to 90 psi. 
drive shaft remained stationary while hub continued to rotate. 
the drive shaft was packed with 60 grams of grease when it was installed. 
failure occurred during engine start. 
the diesel was operating when the alarm sounded. 

ET after RT 
RT after ET 
ET overlaps RT 
ET same as RT 
ET during RT 
RT during ET 

1.4.   Facilities 

A window bystem is under development on the Symbolics for displaying the output from PUNDIT, the parse 
tree, and various trace messages. This "dll considerably enhance our development environment. In addition, it will 
provide a convenient format for presenting demonstrations of the system.   

We have received Releas' 12.11 of Symbolics Prolog and it has been installed. 

Prolog for the Government furnished Symbolics machine haa arrived, and has been installed. 

2. Change In Key Personnel 

—none— 

3. Summary of Substantive Information from Meetings and Conferences 

8.1. Professional Meetings Attended 

—none-- 

8.2. SDC/NYU Meeting 

Accession For 

NTIS     GRA&I 
DTIC  TAB 
Unajpnounoed 

Distribution/ 

Availability Coc 

Avail and/o 
!Dir;t     I    Spoclai 

SDC/NYU Meeting #8 (April 4, New York University, New York, NY) 

Lynette Hir^chman, Martha Palmer, Rebecca Schiffman and Deborah Dahl went to New York to meet with 
Ralph Grishman, Tomasz Ksiezyk, Dimitri Turchin, Ngo Thanh Nhan, and Leo Joskowicz. Palmer gave a presenta- 
tion on verb semantics. Schiffman gave a presentation on the analysis of time ^n the CASREPS. Leo Joskowicz dis- 
cussed domain inference rules which he has developed for SAC malfunctions. 

3.3.  DARPA Meetings 

Meeting of Strategic Computing Natur?! Language Contractors 

A meeting of the natural ianguago contractors was held May 1-2 at ISI. During the meeting, each of the seven 
contractors (BBN, ISI, NYU, SDC, SRI, U. Massachusetts and U. Pennsylvania) gave an hour presentation, and 
several of the contractors (BBN, ISI, Penn, NYU) also gave demos of the systems under development. In addition to 
the natural language contractors, there were also presentations from two Expert Systems contractors (Teknowledge 
and Ohio State) and from two Speech contractors (CMU and BBN). The overall focus was on exchange of technical 
information, but the meeting concluded with an afternoon session for the Natural Language Principal Investigators. 
At this smaller meeting, a number of issues were discussed, including status of the follow-on contracts, the need for 
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proposals for the I'ollow-on contracts, contractors estimates of (In imparl of possible budget outs, possibilities for 
interaction with tile Air Land Battle Management program and a recommendation for an annual natural language 
meeting, including all DARPA natural language contractors, not just Strategic Computing. 

3.4.   Symbolics Lisp User's Group 

Jolin Dowding attended a meeting of the Mid-Atlantic Division of the Symbolics Lisp User's Group in April at 
the University of Pennsylvania. The meeting included i presentaion on Symbolics networking software. 

4. Problems Encountered and/or Anticipated 

Although  the  Symbolics Prolog  development  environment  has  improved,  there  are still problems  with  the 
development environment and debugging facilities. 

5. Action Required by the Government 

6. Fiscal Status 

(1) Amount currently provided on contract: 
$672,833   (funded) $683,105 (contract value) 

(2) Expenditures and commitments to date: 
$ 295,202 

(3) Funds required to complete work: 

$387,903 
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Focusing and Refer«nc.« Resolution in PUNDIT 

Deborah A. Dahl 

Research and DevelopineuL Division 
SDC — A Burroughs Company 

PO Box 517 
Paoli, PA 19301 

To be presented at AAAI-86, August U-15, 1»8(), Philadelphia, PA 

ABSTRACT 

This paper describes the use of focusing in the PUNDIT text processing system.1 

Focusing, as discussed by [Sidnerl07U| (us weil as the closely related concept of center- 
ing, as discussed by [Groszl083] ), provides a powerful tool lor pronoun resolution. 
However, its range of application is actually much more general, in. that it can be used 
for several problems in reference resolution. Specifically, in the PUNDIT system, focus- 
L? is used for one-anaphora, elided noun phrases, and cerUun types of definite and 
indelinite noun phrases, in addition to its use for prunouns. Another important feature 
in the PUNDIT reference resolution system is that the focusing algorithm is based on 
syntactic constituents, rather than on thematic roles, as in Sidner's system. This 
feature is based on considerations arising from the extension of focusing to cover one- 
anaphora. These considerations make syntactic focusing a more accurate predicto- of 
the interpretation of one-anaphoric noun phrases without decreasing the accuracy for 
delinite pronouns. 

1  Tlila  work  is 3u|>|iorlcd  In  part by  DABPA  und»;  contruct  N00ÜH Hf) (' 0012,  iuliriiiiiiilefed   liy  tin-  Oirku of  Naval 
Research  APPKOVED FÜR PUBLIC RELEASE, DISTRIDUTION UNLIMITED 
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1.   Background 

1.1. Focusing 

Linguistically reduced forms, such as pronouns, are typically used in texts to refer 

to the entity or entities with which the text is most centrally concerned.2 Thus, keep- 
)0 ing track of this entity, (the topic, of |Gundell974|, the focus of |Sidiierl071)), and the 

backuuird-looking cenlei of |Grü9zlü83, KaniuyamaiOHr>| ) is clearly of value in the 
interpretation of pronouns. However, while 'pronoun resolution' is generally presented 
a3 a problem in computational linguistics to which foensing can provide an answer (See 
for example, the discussion in |Hirstlö8l]), it is useful to coiisider focusing as a prob- 
lem in its own right. By looking at focusing from this perspective, it can he seen that 
its applications are more general than simply finding referents for pronouns. Focusing 
can in fact play a role in the interpretation of several ditleront types of noun phrases. 
In support of this position, I will show how focus is used in the PUNDIT (Prolog 
UNDerstander of Integrated Text) text processing system to interpret a variety of 
forma of anaphoric reference; in particular, pronouns, elided noun phrases, one- 
anaphora, and context-dependent full noun phrase references, 

:.: 
A second position advocated in this paper is that surface syntactic form can pro- 

vide an accurate guide to determining what entities are in focus. Unlike previous focus- 
ing algorithms, such as that of (Sidnerl979), which used thematic roles (for example, 
theme, agent, instrument as described in (Gruberl97ü) ), the algorithm used in this 
system relies on surface syntactic structure to determine which entities are expected to 
be 'm focus. The extension of the focusing mechanism to handle one-anaphora has pro- 
vided the major motivation for the choice of syntactic focusing. 

The focusing mechanism in this system consists of two parts—a FocusList, which 
is a list of entities in the order in which they are to be considered as foci, and a focus- 
ing algorithm, which orders the FocusList. The implementation is discussed in detail 
in Section 5. 

1.2. Overview of the PUNDIT System 

^ I  will  begin  with  a brief overview of the PUNDIT system,  currently  under 
development at SDC. PUNDIT is written in Qulntus Prolog 1.5. It is designed to 
integrate syntax, semantics, and discourse knowledge in text processing for limited 
domains. The system is implemented as a set of distinct interacting components which 
communicate with each other in clearly specified and restricted ways. 

The syntactic component, Restriction Grammar,[Hirschman 1982, Hirschmanl985], 
performs a top-down [»arse by interpreting a set of context-free HNK delinitions and 
enforcing context-sensitive mtrictions associated with the BNK definitions. The gram- 
mar is generally modelled after that developed by the NYU Linguistic String Project 
[Sageri98l|. Restrictions which enforce context-sensitive constraints on the parse are 
associated with the bnf rales 

1 I am grateCul Tor the helpl'ul comments of Lynette Hinthman, Marcia UneburgT, Martha I'alrr.er, and lteb«cea S.-hilTinan 
on this paper    John Dowding and nonnie Webber also provided ueeCul cominenU and iiiiggesticjri3 on an earliir version 
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Some semantic lllterlng of the parae is done al l lie noun phrase level. That is, 
after a noun phrase is parsed, it is passed to the riotin phnwe semantics component, 
which determines if there is an acceptable semantics associated with I hat, parse. If the 
noun phrase is acceptable, tiie semantics component constructs a semantic representa- 
tion. If the noun phrase is not semanticaliy acceptable, another parse is sought. 

At the conclusion of parsing, the sentence-level semantic interpreter is called. This 
interpreter is based on Palmer's Inference Driven Semantic Analysis system, jPal- 
merl985], which analyzes verbs into their component meanings anil fills LlH'ir thematic 
roles. In the process of filling a thematic role the semantic analy/er calls reference reso- 
lution for a specific syntactic constituent in order to find a referent to fill the role. 
Reference resolution instantiates the referent, and adds to the discourse representation 
any information inferred during reference resolution. 

Domain-spcciHc information is available for both the noun phrase and clause level 
semantic components through the knowledge base. The domain currently being 
modelled by SDC is that of computer maintenance reports. Currently the knowledge 
base is implemented as a semantic net containing a part-whole hierarchy and an isa 
hierarchy of  the components and entities in the application domain. 

Following the semantic analysis, a discourse component is called which updi» i 
the discourse representation to include the information from the curretit sentence and 
which runs the focusing algorithm. 

2.   Uses of Focusing 

Focusing is used in four places in PUNDIT — for deiinite pronouns, for elided 
noun phrases, for one-anaphora, and for implicit associates. * 

As stated above, reference resolution is called by the semantic interpreter when it 
is in the process of Blling a thematic role. Reference resolution proposes a referent for 
the constituent associated with that role. For example, if the verb is replace and the 
semantic interpreter is filling the role of agent, reference resolution would be called 
for the sunace syntactic subject. After a proposed referent is chosen for the subject, 
any specific selectional restrictions on the agent of replace (such as the constraint that 
the agent has to be a human being) are checked. If the proposed referent fails selec- 
tion, backtracking into reference resolution occurs and another referent is selected. 
Cooperation between reference resolution and the semantic interpreter is discussed in 
detail in [PaimerI986|.  The semantic interpreter itself is discussed in |Palmorl985|. 

2.1.   Pronouns and Elided Noun Phrases 

Pronoun resolution is done by instantiating the referent of the pronoun to the first 
member of the FocuaList unless the instantiation would violate syntactic constraints 

on   corel'erentiality.3   (As   noted   above,   if   the   proposed    referent   fails   selection, 

1 At the moment, the syntactic constrainta on coreTerentiality used by the system are very simple If the direct object is 
reflexiv« it must be instantiated to the same referent as the subject. Otherwise it must be a dilferent referent Obviously as the 
system is extended to cover sentences with more complex structures, a more sophisticated ireatment of syntactic constnints on 
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backlruckiug occurs, and another referent is chosen.) 

Tlif reference resolution situation in tin1 maintennnce lexis however, ia compli- 
cated by the fact that llioro are very few overt pronouns. Rather, in contexts where a 
noun phrase would be expected, there is often elision, or a zero-up as in Won't power 
up und lias not failed since IliU's arrival. Zeroes are handled exactly as if they were 
pronouns. The hypothesis thai elided noun phrases can be treated in the same way as 
pronouns is consistent with previous claims in [GundellU8ü| and |Kumeyatnal08&| that 
in languages such as Russian and Japanese, which regularly allow zero-np's, the zero 
corresponds to the focus. If these claims are correct, it is not surprising thai in a sub- 
language like that found in the maintenance texts, which also allows zero-np's, the zero 
should correspond to the focus. 

Another kind of pronoun (or zero) also occurs in the tnainteuance texts, which is 
not associated with the local focus, but is concerned with global aspects of the text. 
For example, the field engineer is a default agent in the maintenance domain, as in 
Thinks problem is in head select area. This is handled by detining default elided 
referents for the domain. The referent is instantiated to one of these if no suitable 
candidate can be found in the FocusList. 

2.2.   Implicit Associates 

Focusing is also used in the processing of certain full noun phrases, both definite 
and indefinite, which involve implicit associates. The term implicit associates refers 
to the relationship between a disk drive and Me motor in examples like The field 
engineer installed a disk drive. The motor failed- It is natural for a human reader to 
infer that the motor is part of the disk drive. In order to capture this intuition, it is 
necessary for the system to relate the motor to the disk drive of which it is part. Rela- 
tionships of this kind have been extensively discussed in the literature on definite refer- 
ence. For example, implicit associates correspond to inferrable entities described by 
[PrincelOSlj, the associated use definites of (Hawkinsn)7s|, and the associated type 
of implicit backwards specification discussed by [Sidnerlü79|. Sidner suggests that 
implicit associates should be found among the entities in focus. Thus, when the system 
encounters a definite noun phrase mentioned for the first time, it sequentially examines 
each member of the FocusList to determine if it is a possible associate of the current 
noun phrase. The specific association relationships (such as part-whole, object- 
property, and so on) are defined in the knowledge base. 

This mechanism is also used in the processing of certain indefinite noun phrases. 
In every domain, it is claimed, there are certain types of entities which can be 
classified as dependent. By this is meant an entity which is not typically mentioned on 
its own, but which is referred to in connection with another entity, on which it is 
deporident. In the maintenance domain, for example, parts such as keyboards, motors, 
and printed circuit boards are dependent, since when they are mentioned, they are nor- 
mally mentioned as being part of something else, such as a console, disk drive, or 

coindexing using some of the insights of If'einhartlQTS], and |Chom8l(yl981| will be required. 
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printer.4 In iin example lilec The system is down. The. jield engineer replaced a bad 
printed circuit board, it seems dear that a relationship between the printed circuit 
board and the system should be represented. Upon encountering a reference to a 
dependent entity like the printed circuit board, the system looks through the 
FocuaList to determine if any previously mentioned entitles can be associated with a 
printed circuit board, and if so, the relationship is made explicit. If no associate has 
been mentioned, the entity will be associated with a default delined in the knowledge 
base. lror example, in the maintenuice domain, parts are delined as dependent enti- 
ties, and in the absence of an explicitly mentioned associate, they are represented as 
associated with  the system. 

2.3.   One-Anaphora 

PUNDIT ex* ends focusing to the analysis of one-anaphora following [Dahll984], 
which claims that focus is central to the interpretation of one-anaphora. Specifically, 
the referent of a one-anaphoric noun plirase (e.g., ihe blue one, some large ones) is 
claimed to be a member or members of a set which is the focus if the current clause. 
For example, in Installed two disk drives. One failed, the set d" two disk drives is 
assumed to be the focus of One failed, and the disk drive that failed is a member of 
that set. This analysis can be contrasted with that of [IIaHidayl07ü|, which treats 
one-anaphora as a surface syntactic phenomenon, completely distinct from reference. 
It is more consistent with the theoretical discussions of |l(J7o], and [WebberlÖ83). 5 

These analyses advocate a discourse-pragmatic treatment for both one-anaphora and 
definite pronouns. The main computational advantage of treating one-anaphora as a 
discourse problem is that, since definite pronouns are treated this way, little 
modification is needed to the basic anaphora mechanism to allow it to handle one- 
anaphora. In contrast, an implementation following the account of Haiiiday and 
Hasan would be much more complex and specific to one-anaphora. 

The process of reference resolution for one-anaphora occurs in two stages. The 
first stage is resolution of the anaphor, one, and this is the stage that involves focus- 
ing. When the system processes the head noun one, it instantiates it with the 

category of the first set in the FocusLiat [disk drive in this example).0 In other 
words, the referent of the noun phrase must be a member of the previously mentioned 
set of disk drives. The second stage of reference resolution for one-anaphora assigns a 
specific disk drive as the referent o1" the entire noui' phrase, using the same procedures 
that would be used for a full noun phrase, a disk drive. 

The extension of the system to otu-anai ora provides the clearest motivation for 
the choice of a syntactic focus in PUNDIT. Before I discuss the kinds of examples 

4 There arc «xceplions to tills generalu.ition. Pur example, in a sentence Ilk.- field engineer ordered motor the motor on 
order is not part or anything else (yet) In PUNDIT, these caaea are assumed to depend on (he verb meaning In this example, the 
object of oriitei M rategorijed as non-tprciTie, and reference resolution is not called  See |Palm«rlQ86| lor details 

• Although not Webber's analysis in (Wnbberl978|, which advocates an approach similar to llalliday and Hasan's. 

' Currently the only sets in the PocasLUt are those which were explictly mentioned in the text However, as pointed out 
by {Üahll08*.{, and {Webbcrl983, Dahll984|, other sets besides those explictly mentioned are available for anaphoric reference 
These have not yet been added to the system 
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which support. Ui'.s approach, 1 will briol'y describe i\\v relevant purl of the focusing 
algorithm bused o thetuatk' roles which is proposed by(Sidnorl979|, After each sen- 
tence, the focusing algorithms order the elements in the sentence in the order in which 
they are to be considered as potential foci in the next sentence. Sidner's ordering and 
that of PUNDIT are compared in Figure 1. 

The idea that surface syntax is important in focusing comes from a suggestion by 
(Erteachik-Shirl07ü|, that every sentence has a dominant syntactic constituent, which 

provides a default topic for the following utterance7. Intuitively, the dominant consti- 
tuent can be thought of as the one to which the hearer's attention is primarily drawn. 
Operationally the dominance of a constituent is tested by seeing if a referent with that 
constituent as the antecedent can be cooperatively referred to with an unstressed pro- 
noun in the following sentence. 

The feature of one-anaphora which motivates the syntactic algorithm is that the 
availability of certain noun phrases as antecedents for one-unaphora is strongly 
allected by surface word order variations which change syntactic relations, but which 
do not alfect thematic roles. If thematic roles are crucial for focusing, then this pattern 
would not be observed. 

Consider the following examples: 

(1) A:    I'd like to plug in this lamp, but the bookcases are blocking the electrical 
outlets. 

B:     Well, can we move one? 

(2) A:    I'd like to plug in this lamp, but the electrical outlets are blocked by the book- 
cases. 

Sidner PUNDIT 

Theme 
Other thematic roles 
Agent 
Verb Phrase 

Sentence 
Direct Object 
Subject 
Objects of Prepositional Phrases 

Figure I: Comparison of Potential Focus Ordering in 
Sidner's System and PUNDIT 

' As discusseJ in |Dahll984| thei» are problems with Erteschik-Shir's definition uf dominance and tlighliy dilfrrent definition 
is proposed. However the details of this reformulation do not concern us here 
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U:     Well, can we move one? 

In (1), mo.sL informanla r<'[)orL an initial inipression thai, B is talking about moving 
the electrical outlets. This does not happen for (2). This indicates that the expected 
focus following (1) A is the outlets, while it is the bookcases in (l) Ü. However, in each 
case, the thematic roles arc the same, so an algorithm based on thematic roles would 
predict no dilTerence between (l) and (2). 

Similar examples using delinite pronouns do not seem to exhibit the same efTect. 
In (3) and (4), fAc;/seems to be ambiguous, until world knowledge is brought in. Thus, 
in order to handle delinite pronouns alone   'ither algorithm would be adequate. 

(3) A:    I'd like to plug in this lamp, but bookcases are blocking the electnal outlets. 

B:     Well, can we move them? 

(4) A:    I'd like to plug in this lamp, bat the electrical outlets are blocked by the book- 
cases. 

D:     Well, can we move them? 

(5) and (6) illustrate another example with one-anaphora. In (5) but not in (6), 
the initial interpretation seems to be that a bug has lost its leaves. An in (1) and (2), 
however, the thematic roles are tue same, so a thernatic-role-based algorithm would 
predict no difference between the sentences. 

(5) The plants are swarming with the bugs. One's already lost all its leaves. 

(6) The bugs are swarming over the plants. One's already lost all its leaves. 

In addition to theoretical considerations, there are a number of obvious practical 
adv mtages to delining focus on constituents rather than on thematic roles. For exam- 
ple, constituents can often be found more reliably than thematic roles. In   iddition, 

thematic roles have to be defined individually for each verb.8 Since thematic roles for 
verbs can vary across domains, defining focus on syntax makes it less domain depen- 
dent, and hence more portable. While in principle focus based on thematic roles does 
not have i o be domain-dependent, a general algorithm based on thematic roles would 
have to re!y on a a general, domain-neutral specification of all possible thematic roles 
and their behavior in focusing. Until such a specification exists, a thematic-role based 
focusing algorithm must be redefined for each new domain as the domain requires the 
definition of new thematic roles, and because of this, will continue to be less portable 
than an approach based on syntax. 

1 Of course, some generalizatiuiis can be made about how arguments map to '.hematic roles. For example, the basic 
delinitioii of the thematic role theme is lh?t, for a verb of motion, the theme is the argument that moves. More generally, the 
theme is the argument that is most alfectefi by the action of the verb, and its typical syntactic manifestaticn is a» a direct object 
of a transitive verb, or th« subject of an intransitive verb. However, even if thebc generalualioiiB are accurate, they art no more 
than guidelines for Unding the themes of verbs  The verbs still have to be clacisifled individually 
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3.   Implementation 

3.1.   The FocusLiat and CurrentCoutext 

The data structures that retain information from sentence to sentence in the 
PUNDIT system are the FocusLiat and the CurrentContext. The FocuaList is 
a list of all the discourse entities which are eligible to be considered as foci, listed in 
the order in which they are to be considered. Für example, after a sentence like The 
field engineer replaced the disk drive, the following FocuaLijt would be created. 

[[eventl], [drivel], [engineerl]] 

The members of the FocuaLiat are unique identiliers that have been assigned to the 
three discourse entities — the disk drive, the field engineer, and the event. The 
CurrentContext contains the information that has been conveyed by the discourse 
so far. After the example above, the CurrentContext would contain Uuee types of 
information: 

(1) Discourse id's, which represent classilications of entities. For example, 

id(field'engineer,[engineerl]) means that [engineerl] is a a field engineer.9 

(2) Facts about part-whole relationships (hasparta). In the example in Figure 2, 
notice that the lack of a representation of time results in both drives being part of 
the system, which they are, but not at the same time. Work to remedy this prob- 
lem is in progress. 

(3) Representations of the events in the discourse. For example, if the event is that of 
a disk drive having been replaced, the representation consists of a unique 
identifier ([eventl]), the surface verb (replace(time(_))), and the decomposi- 

tion of the verb with its (known) arguments instantiated10. The thematic roles 
involved are objectl, the replaced disk drive, object2, the replacement disk 
drive, time and inatrument which are uninstar.tiated, and agent, the field 
engineer. (SeelPalmerl986), for details of this representation). Figure 2 illustrates 
how the CurrentContext looks after the discourse-initial sentence, The field 
engineer replaced the disk drive. 

3.2.   The Focusing Algorithm 

The focusing algorithm used in this system resembles that of (SidncrHIT'JJ, 
although it dees not use the actor focus and uses surface syntax rather than tlinuatic 
roles, as discussed above. The focusing algorithm is illustrated in Figure '.i. Hemoving 
candidates from the FocusLiat when they are no longer eligible to be the referents of 
pronouns is not currently done in this system. The conditions determining this have 
not been fully investigated, and since the texts involved are short, few problems are 
created in practice. This problem will be addressed by future research. 

* Ueld'engineer is an example of the repreaentalion uie<l In PUNDIT for an idiom 

'"     8170  is  an   uninsUntiated  variaMo representing  the lime of the replacement   It  appears  in  several  places,  such  as 
lnclDa<Ml(object2([<lrive2|),time(  8170)), and mlaaing(objecll(|drivp| |),liin<-(  HI70)). 
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id(field "engineer, [engineer!]), 

id(disk "drive,[drivel]), 

id(8y8tem,[ay8teml]), 

Id(di8k*drive,[drive2]), 

id(event,[eventl])f 

haspart([systeml],[drivel]), 

haapart([sy8teml],[drive2])] 

event([eventl], 
replace(time( 8176)), 
[included(object2([drive2]),time(_8176)), 
mi8aing(objectl( [drivel]),time(_8176)), 
U8e(in8tr-üinent(_8405), 

exchange(objectl([drivel]),object2([drive2]),time(_8176))), 
cau8e(agent( [engineer Ij), 

use(instrument( 8406), 
exchange(objectl([drivel]),object2([drive2]),tlme(_8176))))]) 

Figure 2: CurrentContext after The field engineer replaced the disk drive. 
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(1)    First Sentence of a Discourse: 

Establish expected foci for the next sentence (order FocusList): the 
order reflects how likely that constituent is to become the focus of 
the following sentence. 

Sentence 
Direct Object 
Subject 
Objects of Prepositional Phrafes 

Sw 

'i 

(2)   Subsequent Sentences (update FocusList): 

If there is a pronoun in the current sentence, move the focus to the 
referent of the pronoun. If there is no pronoun, retain the focus 
from the previous sentence. Order the otb^.r elements in the sen- 
tence as in (l). 

Figure 3: The Focusing Algorithm 

."-".' 

tvWi 

4.   Summary 

Several interesting research issues are raised by this work. For example, what is 
the source of the focusing algorithm? Is it derivable from theoretical considerations 
about how language is processed by human beings, or is it simply an empirical obser- 
vation about conventions used in particular languages to bring discourse entities into 
prominence? Evidence bearing on this issue would be to what extent the focus' «g 
mechanism carries over to other, non-related languages. Kameyama's work on 
Japanese suggests that there are some similarities across languages. To the extent that 
such similarities exist, it would suggest that the algorithm is derivable from other 
theoretical considerations, and is not simply a reflection of linguistic conventions. 

This paper has described the reference resolution component of PUNDIT, a large 
text understanding system in Prolog. A focusing algorithm based on surface syntactic 
constituents is used in the processing of several different types of reduced reference: 
definite pronouns, one-anaphora, elided noun phrases, and implicit associates. This 
generality points out the usefulness of treating focusing as a problem in itself rather 
than simply as a tool for pronoun resolution. 
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Recovering Implicit loforniatlon 

RECOVERING IMPLICIT INFORMATION 

Martha S. Palmer, Deborah A. Dahl, Rebecca J. Schiffman, Lyuette f-Iirschman, 
Marcia Linebarger, and John Doweling 

Research and Development Division 
SDC — A Burroughs Company 

P.O Box 517 
Paoli, PA 19301 USA 

ABSTRACT 

This paper describes the SDC PUNDIT, (Prolog UNDerstands Integrated Text), 

system for processing natural language messages.1 PUNDIT, written in Prolog, 
is a hignly modular system consisting of distinct syntactic, semantic and prag- 
matics components. Each component draws on one or more sets of data, includ- 
ing a lexicon, a broad-coverage grammar of English, semantic verb decomposi- 
tions, rules mapping between syntactic and semantic constituents, and a 
domain model. 

This paper discusses the communication between the syntactic, semantic 
and pragmatic modules that is necessary for making implicit linguistic informa- 
tion explicit. The key is letting syntax and semantics recognize missing linguis- 
tic entities as implicit entities, so that they can be labelled as such, and refer- 
ence resolution can be directed to find specific referents for the entities. In this 
way the task of making implicit linguistic information explicit becomes a subset 
of the tasks performed by reference resolution. The success of this approach is 
dependent on marking missing syntactic constituents as elided and missing 
semantic roles as ESSENTIAL so that reference resolution can know when to look 
for referents. 

To Be Presented at the 
24 Annual Meeting of the 
Association for Computational 
Linguistics 
New York City, June, 1986 

1 This work is supported in part by DARPA under contract NOOOM-85-C-0012, administered by the Office of Na- 
val Research  APPROVED FOR PUBLIC RELEASE, DISTRIBUTION UNLIMITED. 
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1.   Introdxjction 

This paper describes the SDC PUNDIT" system ("or processing natural 
language messages. PUNDIT, written in Prolog, is a highly modular system 
consisting of distinct syntactic, semantic and pragmatics components. Each 
component draws on one or more sets of data, including a lexicon, a broad- 
coverage grammar of English, semantic verb decompositions, rules mapping 
between syntactic and semantic constituents, and a domain model. PUNDIT 
has been developed cooperatively with the NYU PROTEUS system (Prototype 
Text Understanding; System), These systems are funded by DARPA as part of 
the work in natural language understanding for the Strategic Computing Bat- 
tle Management Program. The PROTEUS/PUNDIT system will map Navy 
CASREP's (equipment casualty reports) into a database, which is accessed by 
an expert system to determine overall fleet readiness. PUNDIT has also been 
applied to the domain of computer maintenance reports, which is discussed 
here. 

The paper focuses on the interaction between the syntactic, semantic and 
pragmatic modules that is required for the task of making implicit information 
explicit. We have isolated two types of implicit entities: syntactic entities which 
are missing syntactic constituents, and semantic entities which are unfilled 
semantic roles. Some missing entities are optional, and can be ignored. Syntax 
and semantics have to recognize the OBLIGATORY missing entities and then 
mark them so that reference resolution knows to find specific referents for those 
entities, thus making the implicit information explicit. Reference resolution uses 
two different methods for filling the different types of entities which are also 
used for general noun phrase reference problems. Implicit syntactic entities, 
ELIDED CONSTITUENTS, are treated like pronouns, and implicit semantic enti- 
ties, ESSENTIAL ROLES are treated like definite noun phrases. The pragmatic 
module as currently implemented consists mainly of a reference resolution com- 
ponent, which is sufficient for the pragmatic issues described in this paper. We 
are in the process of adding a time module to handle time issues that have 
arisen during the analysis of the Navy CASREPS. 

2.   The Syntactic Component 

The syntactic component has three parts: the grammar, a parsing mechan- 
ism to execute the grammar, and a lexicon. The grammar consists of context- 
free BNF definitions (currently numbering approximately 80) and associated res- 
trictions (approximately 35). The restrictions enforce context-sensitive well- 
formedness constraints and, in some cases, apply optimization strategies to 
prevent unnecessary structure-building. Each of these three parts is described 
further below. 

Prolog UNDderstands Integrated Text 
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2.1.   GramrnAr Covcrape 

The grammar covers declarative sentences, questions, and sentence frag- 
ments. The rules for fragments enable the grammar to parse the '"telegraphic" 
style characteristic of message traffic, such as disk drive doun, and has select 
lock. The present grammar parses sentence adjuncts, conjunction, relative 
clauses, complex complement structures, and a wide variety of nominal struc- 
tures, including compound nouns, nominalized verbs and embedded clauses. 

The syntax produces a detailed surface structure parse of each sentence 
(where "sentence" is understood to mean the string of words occurring between 
two periods, whether a full sentence or a fragment). This surface structure is 
converted into an "intermediate representation" which regularizes the syntactic 
parse. That is, it eliminates surface structure detail not required for the seman- 
tic tasks of enforcing selectional restrictions and developing the final representa- 
tion of the information content of the sentence. An important part of regulari- 
zation involves mapping fragment structures onto canonical verb-subject-object 
patterns, with missing elements flagged. For example, the tvo fragment con- 
sists of a teuaed verb + object as in Replaced spindle motor. Regulariza- 
tion of this fragment, for example, maps the tvo syntactic structure into a 
verb+ subject+ object structure: 

verb(rcplace),subjcct(X),ohject(Y) 

As shown here, verb becomes instantiated with the surface verb, e.g., replace 
while the arguments of the subject and object terms are variables. The 
semantic information derived from the noun phrase object spindle motor 
becomes associated with Y. The absence of a surface subject constituent 
results in a lack of semantic information pertaining to X. This lack causes the 
semantic and pragmatic components to provide a semantic filler for the missing 
subject using general pragmatic principles and specific domain knowledge. 

x 2.2.   Parsing 

| The    grammar    uses    the    Restriction    Grammar    parsing    framework 
Bj [Hirschmanl982,Hirschmanl!)85], which is a logic grammar   with facilities for 

«Al writing and maintaining large grammars.   Restriction Grammar is a descendent 
t^ffi of Sager's string grammar [Sagerl98l].   It uses a top-down left-to-right parsing 
-5^ strategy,   augmented   by   dynamic   rule   pruning   for   efficient   parsing   [Dowd- 

I ingl986].   In   addition,   it   uses   a   meta-grammatical   approach   to   generate 
M definitions   for   a   full   rang"   of  co-ordinate   conjunction   structures   [Hirsch- 
l manl986]. 
v' 
S 2.3.   Lexical Frocesaing 

V The lexicon contains several thousand entries related to the particular sub- 
a. domain of equipment maintenance. It is a modified version of the I. SP lexicon 
I with words classified as to part of speech and subcategorized in limited ways 
i (e.g.,  verbs  are subcategorized  for their complement  types).    It  also handles 

{ I 
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multi-word   idioms,   dates,   times   and   part    numbers.     The   lexicon   can   be 
expanded by means of an interactive lexical entry program. 

The lexical processor reduces morphological variants to a single root form 
which is stored with each entry. For example, the form has is transformed to 
the root form have in Has select lock. In addition, this facility is useful in 
handling abbreviations: the term awp is regularized to the multi-word expres- 
sion toaiting'for'part. This expression in turn is regularized to the root form 
wait'for'part which takes as a direct object a particular part or part number, 
as in is awp 2155-6147. 

Multi-word expressions, which are typical of jargon in specialized domains, 
are handled as single lexical items. This includes expressions such as disk drive 
or select lock, whose meaning within a particular domain is often not readily 
computed from its component parts. Handling such frozen expressions as 
"idioms" reduces parse times and number of ambiguities. 

Another feature of the lexical processing is the ease with which special 
forms (such as part numbers or dates) can be handled. A special "forms gram- 
mar", written as a definite clause grammar[Pereiral980] can parse part 
numbers, as in awaiting part 2155-6147, or complex date and time expres- 
sions, as in disk drive up at 11/17-1236. During parsing, the forms grammar 
performs a well-formedness check on these expressions and assigns them their 
appropriate lexical category. 

3.   Semantics 

There are two separate components that perform semantic analysis, NOUN 
PHRASE SEMANTICS and CLAUSE SEMANTICS. They are each called after parsing 
the relevant syntactic structure to test semantic well-formedness while produc- 
ing partial semantic representations. Clause semantics is based on Inference 
Driven Semantic Analysis [Palmerl985] which decomposes verbs into component 
meanings and fills their semantic roles with syntactic constituents. A 
KNOWLEDGE BASE, the formalization of each domain into logical terms, SEMAN- 
TIC PREDICATES, is essential for the effective application of Inference Driven 
Semantic Analysis, and for the final production of a text representacion. The 
result of the semantic analysis is a set of PARTIALLY instantiated semantic 
predicates which is similar to a frame representation. To produce this represen- 
tation, the semantic components share access to a knowledge base, the DOMAIN 
MODEL, that contains generic descriptions of the domain elements c rresponding 
to the lexical entries. The model includes a detailed representation of the types 
of assemblies that these elements can occur in. The semantic components are 
designed to work independently of the particular model, and rely on an inter- 
face to ensure a well-defined interaction with the domain model. The domain 
model, noun phrase sen antics and clause semantics are all explained in more 
detail in the following three subsections. 
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3.1. Doni^.m Mode' 

The domain currently being modelled by SDC is the Maintenance Report 
domain. The texts being analyzed are actual maintenance reports as they are 
called into the Burroughs Telephone Tracking System by the field engineers and 
typed in by the telephone operator. These reports give information about the 
customer who has the problem, specific symptoms of the problem, any actions 
take by the field engineer to try and correct the problem, and success or failure 
of such actions. The goal of the text analysis is to autouiatically generate a 
data base of maintenance information that can be used to correlate customers 
to problems, problem types to machines, and so on. 

The first step in building a dormtin model for maintenance repoits is to 
build a semantic net-like representation of the type of machine involved. The 
machine in the example text given below is the B470n. The possible parts of a 
B4700 and the associated properties of these parts can be represented by an isa 
hierarchy and a haspart hierarchy. These hierarchies are built using four 
basic predicates: system,isajhasprop, haspart. For example the system 
itself is indicated by sy3tem(b47^0). The isa predicate associates TYPES 
with components, such as isa^pmdle"motor,motor). Properties are associ- 
ated with components using the hasprop relationship, are are inherited by 
anything of the same type. The main components of the system: cpu, 
po-wer__supply. disk, printer, peripherals, etc., are indicated by 
haspart relations,. such as ha3part(b4700,cpu), 
haspart(b4700,po-wer_supply).  haspart(b4700,disk),,etc.. These parts , 
are themselves divided into subparts which are also indicated by Laspart rela- 
tions, such as ha3part(por-er_suppJy, converter). 

This method of representation results in a general description of a com- 
puter system. Specific machines represent INSTANCES of this general represen- 
tation. When a particular report is being processed, id relations are created by 
noun phrase semantics to associate the specific computer parts being mentioned 
with the part descriptions from the general machine representation. So a par- 
ticular B470() would be indicated by predicates such as these: 
id(b4700,3ysteml), id(cpu,cpuX), id(po-wer_supply,po-wer_3upply 1), 
etc. 

3.2. Noun phrase semantics 

Noun phrase semantics is called by the parser during the parse of a 
sentence, after each noun phrase has been parsed, it relies heavily on the 
domain model for both determining semantic well-formedness and building par- 
tial semantic representations of the noun phrases. For example, in the sen- 
tence, field engineer replaced disk drive al Xl/2/0800, the phrase disk drive 
at 11/2/0300 is a syntactically acceptable noun phrase, (as in partici- 
pants at the meeting). However, it is not semantically acceptable in that at 
11/20/800  is   intended   to  designate   the   time  of    the   replacement,    not   a 
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] property of the <lisk   drive.     Noun   phrase semantics   will inform   the parser 
. that  the  noun  phrase    is    not   semantically acceptable,    and   the    parser can 
' then look for another parse.   In order for this capability to be fully utilized, 
I however, an extensive set of domain-specific rules about semantic acceptability 
!' is required. At present we have only the minimal set used for \u': development 

of the basic mechanism. For example, in the case described here, at J 1/2/0800 
; is excluded as a modifier for disk drive by a rule that permits only the name of 

a location as the object of at h a prepositional phrase modifying a noun 
i phrase. 

\ The second function of noun phrase   semantics is   to create a semantic 
representation of the noun phrase, which   will later   be operated on by refer- 

1 ence resolution. For example, the semantics for  the  bad disk drive would be 
represented by the following Prolog clauses. 

\ [id(disk'drive,X), 
2 bad(X), 

def(X), that is, X was referred to with a full, definite noun phrase, 
full_npe(X)]    rather than a pronoun or indefinite noun phrase. 

t 

5 3.3.   Clause semantics ■ 
I In order to produce the correct predicates and the correct instantiations, 

the verb is first decomposed into a semantic predicate representation appropri- 
1 ate for the domain.   The arguments to the predicates constitute the SEMANTIC 

ROLFyS of the verb, which are similar to cases. There are domain specific cri- 
teria for selecting a range of semantic roles.   In this domain the semantic roles 

1 include:    agent,Instrument,theme,    objectl,object2,    symptom    and 
mod.   Semantic roles can be filled either by a syntactic constituent supplied by 

? a mapping rule or by reference resolution, requiring close cooperation between 
) semantics and reference resolution. Certain semantic roles are categorized as 

ESSENTIAL, so that pragmatics knows that they need to be filled if there is no 
syntactic constituent available. The default categorization is NON-ESSENTIAL, 
which does not require that the role be filled. Other semantic roles are categor- 
ized as NON-SPECIFIC or SPECIFIC depending on whether or not the verb requires 
a specific referent for that semantic role (see Section 4).   The example given in 

i Section 5 illustrates the use of both a non-specific semantic role and an essen- 
tial semantic role. This section explains the decompositions of the verbs 
relevant to the example, and identifies the important semantic roles. 

\ The decomposition of have is very domain specific. 

'. have(time(Per)) < - 
\ symptom(objectl(01 ),symptom(S),time(Per)) 
■ 

It indicates that a particular symptom is associated with a particular 
object,  as  in   "the disk drive  has select lock."   The  objects   semantic  role 
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would be IULHI by the disk drive, the subject of the clause, and the symptom 
semantic role would be filled by select lock, the object of the clause. The 
time(Pcr) is always passed around, and is occasionally filled by a time 
adjunct, as in the disk drive had select lock at 0800. 

In addition to the mapping rules that are used to associate syntactic con- 
stituents with scmautic roles, there are selection restrictions associated with 
each semantic role. The selection restrictions for have test whether or not the 
filler of the objectl role is allowed to have the type of symptom that fills the 
symptom role.   For example, only disk drives have select locks. 

Mapping Rules 

The decomposition of replace is also a very domain specific decomposition 
that indicates that an agent can use an instrument to exchange two 
objects. 

replace(time(Per)) < - 
cause(agent(A), 

use(instrument(I), 
exchange(object;l(ül),object2(02),time(Per)))) 

The follow ng mapping rule specifies that the agent can be indicated by the 
subject of the clause, 

agent(A)   < - subject(A)  /   X 

g The mapping   rules make   use of  intuitions about   syntactic cues fo: indi- 
-V« eating      semantic      roles      first      embodied      in      the      notion     of     case 
,V. [Fillmorel988,Palmerl981].   Some of  these cues   are quite  general, while other 
tE cues are very verb-specific.   The mapping rules can take advantage of generali- 
fi ties like "SUBJECT to AGENT" syntactic cues while still preserving context 
S» sensitivities.   This is accomplished by making the application of the mapping 
Ky rules  "situation-specific" through the use of PREDICATE ENVIRONMENTS.   The 
Kjv previous rule  is quite general and can be applied to every agent semantic role 

in this domain.   This is indicated by the X on the right hand side of the   "/" 
|P which refers to the predicate environment of the agent, i.e., anything. Other 
Ky rules, such as "WITH-PP to OBJECT2," are much less general, and can only 
fM apply under a set of specific circumstances.     The predicate environments   for 

an   object!    and   objects are   specified   more explicitly.   An object! can 
be the   object of  the sentence   if it is contained in the semantic   decomposition 

js? of  a verb   that includes an agent and belongs to the repair class of verbs.   An 
jw objectZ can be indicated by a with prepositional phrase if it is contained in 
gg the semantic decomposition of a replace verb: 
>V 
JK objectl(Pa;cl) < -  obj(Partl)/  cause(agent(A),Repair_event) 

i 
object2(Part2) < - 

pp{with,Part2) / 
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cause(agent(A),use(l,exchange(objectl(Ol),object2(Part2),T))) 

Selection Reatrictions 

The selection restriction on an »gent is thai it must be a field engineer, 
and an matrument must be a tool. The selection restrictions on the two 
objects are more complicated, since they must be machine parts, have the same 
type, and yet also be distinct objects. In addition, the first object must already 
be associated with something else ir a haspart relationship, in other words it 
must already be included in an existing assembly. The opposite must be true of 
the second object: it must not already be included in an assembly, so it must 
not be associated with anything else in a haspart relationship. 

There is also a pragmatic restriction associated with both objects that has 
not been associated with any of the semantic roles mentioned previously. Both 
objectl and objectZ are essential semantic roles. Whether or not they are 
mentioned explicitly in the sentence, they must be filled, preferably by an an 
entity that has already been mentioned, but if not that, then entities will be 
created to fill them [Palmer 1983]. This is accomplished by making an explicit 
call to reference resolution to find referents for essential semantic roles, in the 
same way that reference resolution is called to find the referent of a noun 
phrase. This is not done for non-essential roles, such as the agent and the 
instrument in the same verb decomposition. If they are not mentioned they 
are simply left unfilled. The instrument is rarely mentioned, and the agent 
could easily be left out, as in The disk drive was replaced al 0800. In other 
domains, the agent might be classified as obligatory, and then it wold have to 
be filled in. 

There is another semantic role that has an important pragmatic restriction 
on it in this example, the object2 semantic role in wait'for'part (awp). 

idiomVerb(waitÄfor~part,time(Per)) < - 
ordered(objectl(Ol),object2(02),time(Per)) 

The semantics of wait'for'part indicates that a particular type of part has 
been ordered, and is expected to arrive. But it is not a specific entity that 
might have already been mentioned. It is a more abstract object, vhich is indi- 
cated by restricting it to being non-specific. This tells reference resolution that 
although a syntactic constituent, preferably the object, can and should fill this 
semantic role, and must be of type machine-pi?rt, that reference resolution 
should not try to find a specific referent for it (see Section 4). 

The last verb representation that is needed for the example is the represen- 
taiion of he. m 

m be(time(Per)) < 
nrm 

Note that an elided subject is handled quite differently, as in replucnd ditk drive.    Then the missing subject is 
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attribute(theme(T),mod(M),time(Per)) 

In this domain be. is used to associate predicate adjectives or tiominals with an 
object, as in disk drive is up or spindle motor is bad. The representation 
merely indicates that a modifier is associated with an theme in an attribute 
relationship. Noun phrase semantics will eventually produce the same represen- 
tation for tlic bad spindle motor, although it does not yet. 

4.   Reference ResoIutüoD 

Reference resolution is the component which keeps track of references to 
entities in the discourse. It creates labels for entities when they are first 
directly referred to, or when their existence is implied by the text, and recog- 
nizes subsequent references to them. Reference resolution is called from clause 
semantics when clause semantics is ready to instantiate a semantic role. It is 
also called from pragmatic restrictions when they specify a referent whose 
existence is entailed by the meaning of a verb. 

The sy.em currently covers many cases of singular and plural noun 
phrases, pronouns, one- anaphora, norninalizations, and non-specific noun 
phrases; reference resolution also handles adjectives, prepositional phrases 
and possessive pronouns modifying noun phrases. Noun phrases with and 
without determiners arc accepted. Dates, part numbers, and proper names 

/$ are   handled     ;.u;   special    cases.      Not   yet    handled   are   compound   nouns, 
K? quantified   noun   phrases,   conjoined   noun phrases, relative clauses, and pos- 

sessive nouns. 

The general reference resolution mechanism is described in detail in [Dahll986]. 
In this paper the focus will be on the interaction between reference resolution 
and clause semantics. The next two sections will discuss how reference resolu- 
tion is affected by the different types of semantic roles. 

4.1.   Obligatory ConstHuents and Essential Semantic Roles 

A slot for a syntactically obligatory constituent such as the subject appears 
in the intermediate representation whether or not a subject is overtly present in 
the sentence. It is possible to have such a slot because the absence of a subject 
is a syntactic fact, and is recognized by the parser. Clause semantics calls 
reference resolution for such an implicit constituent in the same way that it 
calls reference resolution for explicit constituents. Reference resolution treats 
elided noun phrases exactly as it treats pronouns, that is by instantiating them 
to the first member of a list of potential pronominal referents, the FocusList. 

assumed to fill the agent role, and an appropriate referent is found by reference resolution 
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The general treatment of pronouns resembles that ofjbidnerl.OTO], although 
there are some important differences, which arc discussed in detail in 
[Dahll98G|. The hypothesis that elided noun phrases can be treated in much 
the same way as pronouns is consistent with previous claims by [GundellOSO], 
and [Kameyamal985], that in languages which regularly allow zero-np's, the 
zero corresponds to the focus. If these claims are correct, it is not surprising 
that in a sublanguage that allows zero-np's, the zero should also correspond to 
the focus. 

After control returns to clause semantics from reference resolution, seman- 
tics checks the selectional restrictions for that referent in that semantic role of 
that verb. If the selectional restrictions fail, backtracking into reference resolu- 
tion occurs, and the next candidate on the FocusList is instantiated as the 
referent. This procedure continues until a referent satisfying the selectional res- 
trictions is found. For example, in Disk drive i..- down. Has select lock, the 
system instantiates the disk drive, which at this point is the first member of the 
FocusList, as the objectl of have: 

[eveotSfl] 
have(time(timel)) 

symptom(objectl([drivelO]), 
symptomQiockIT]), 

t!ime(timel)) 

Essential roles might also not be expressed in the sentence, but their 
absence cannot be recognized by the parser, since they can be expressed by syn- 
tactically optional constituents. For example, in the field engineer replaced 
the motor., the new replacement motor is not mentioned, although in this 
domain it is classified as semantically essential. With verbs like replace, the 
type of the replacement, motor, in this case, is known because it has to be the 
same type as the replaced object. Reference resolution for these roles is called 
by pragmatic rules which apply when there is no overt syntactic constituent to 
fill a semantic role. Reference resolution treats these referents as if they were 
full noun phrases without determiners. That is, it searches through the context 
for a previously mentioned entity of the appropriate type, and if it doesn't find 
one, it creates a new discourse entity. The motivation for treating these as full 
noun phrases is simply that there is no reason to expect them to be in focus, as 
there is for elided noun phrases. 

4.2.   Noun Fhraaes in Noxx-Specifilc Contexts 

Indefinite noun phrases in contexts like the field engineer ordered a disk 
drive are generally associated with two readings. In the specilic reading the 
disk drive ordered is a particular disk drive, say, the one sitting on a certain 
shelf in the warehouse. In the non-specific reading, which is more likely in this 
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sentence, no particular disk drive is meant; any disk drive of the appropriate 
type will do. Handling noun phrases in these contexts requires careful integra- 
tion of the interaction between semantics and reference resolution, because 
semantics knows about the verbs that create non-specific contexts, and refer- 
ence resolution knows what to do with noun phrases in these contexts. For these 
verbs a constraint is associated with the semantics rule for the semantic role 

objectZ which states that the filler for the objectZ must be non-specific.4 

This constraint is passed to reference resolution, which represents a non-specific 
noun phrase as having a variable ia the place of the pointer, for example, 
i(A(motor,X). 

Non-specific semantic roles can be illustrated using the objectZ semantic 
role in wait'for'pari (awp). The part that is being awaited is non-specific, 
i.e., can be any part of the appropriate type. This tells reference resolution not 
to find a specific referent, so the referent argument of the id relationship is left 
as an uninstantiated variable. The analysis of fe is awp spindle motor would 
fill the objectl semantic role with fel from id(fe,fel) and the object2 
semantic role with X from id(3pindI.eAmot.:>r,X), as in 
ordered(objectl(fel),object2(X)). If the spindle motor is referred to later 
on in a relationship where it must become specific, then reference resolution can 
instantiate the variable with an appropriate referent such as spmdle^motorS 
(See Section 5.6). 

5.   Sample Text: A seoteuce-by-acntence analysis 

The sample text given below is a slightly emended version of a mainte- 
nance report. The parenthetical phrases have been inserted. The following 
summary of an interactive session with PUNDIT illustrates the mechanisms by 
which the syntactic, semantic and pragmatic components interact to produce a 
representation of the text. 

1. disk drive (was) down (at) 11/16-2305. 
2. (has) select lock. 
3. spindle motor is bad. 
4. (is) awp spindle motor. 
5. (disk drive was) up (at) 11/17-1236. 
6. replaced spindle motor. 

6.1.   Seixtence 1: Disk drWe was down at 11/16-2305. 

As explained in Section 3.2 above, the noun phrase disk drive leads to the 
creation of an id of the form: id(di3kÄdrive,[drivel]) Because dates and 
names generally refer to unique entities rather than to exemplars of a general 
type,     their     ids     do     not     contain    a     type    argument:     date([ll/16- 

4 The specific reading is not available at preser.!,, s'nee it is considered to be unlikely to occur in this domain. 
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1100]),xxamc([paonj). 

The interpretation of the first sentence of the report depends on the 
semantic rules for the predicate be. The rules for this predicate specify three 
semantic roles, an theme to whom or which is attributed a modifier, and the 
time- After a mapping rule in the semantic component of the system instan- 
tiates the theme semantic role with the sentence subject, disk drive, the refer- 
ence resolution component attempts to Identify this referent. Because disk drive 
is in the first sentence of the discourse, no prior references to this entity can be 
found. Further, this entity is not presupposed by any prior linguistic expres- 
sions. However, in the maintenance domain, when a disk drive is referred to it 
can be assumed to be part of a B3700 computer system. As the system tries to 
resolve the reference of the noun phrase disk drive by looking for previously 
mentioned disk drives, it finds that the mention of a disk drive presupposes the 
existence of a system. Since no system has been referred to, a pointer to a sys- 
tem is created at the same time that a pointer to the disk drive is created. 

Both entities are now available for future reference. In like fashion, the 
propositional content of a complete sentence is also made available for future 
reference. The entities corresponding to propositions are given event labels; 
thus events is the pointer to the first proposition. The newly created disk 
drivQ system and event entities now appear in the discourse information in the 
form of a list along with the date. 

id(event,[eventl.]) 
id(diBkÄ drive, [drivel]) 
date({ll/X 6-2305]) 
id^ystcmjayateml]) 

Note however, that only those entities which have been explicitly mentioned 
appear in the FocusList: 

FocusList: [[eventl],[drivel],[11/16-2305]] 

The propositional entity appears at the head of the focus list followed by the 

entities mentioned in full noun phrases.5 

In addition to the representation of the new event, the pragmatic informa- 
tion about the developing discourse now includes information about part-whole 
relationships, namely that drivel is a part which is contained in systeml. 

Fart-Whole Relatiomahipa: 
haspartQsysteml], [drivel]) 

The complete representation of eventl, appearing in the event list in the form 
shown below, indicates that at the time given in the prepositional phrase at 
11/16-2305 there is a state of affairs denoted as eventl in which a particular 

mt) 

s The order in which full noun phrase mentions ire added to the FocusList depends on their syntactic function 
and linear order. For full noun phrases, direct object mentions precede subject mentions followed by all other men- 
tions given in the order in which they occur in the sentence. See |Dahll986|, for details. 
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disk drive, i.e., drivel, can be described as down. 

[«vcntX] 
be(time([.H/.1 0-2305])) 
o.ttribute(theme( [drivel]), 
mod(down),t;me([ll/l 6-2305])) 

5.2. Sentence 2: Haa select lock. 

The second sentence of the input text is a sentence fragment and is recog- 
nized as such by the parser. Currently, the only type of fragment which can be 
parsed can have a missing subject but must have a complete verb phrase. 
Before semantic analysis, the output of the parse contains, among other things, 
the following constituent list: [subj((X]),obj([Y])]. That is, the syntactic 
component represents the arguments of the verb as variables. The fact that 
there was no overt subject can be recognized by the absence of semantic infor- 
mation associated with X, as discussed in Section 3.2. The semantics for the 
maintenance domain sublanguage specifies that the thematic role instant ated 
by the direct object of the verb to have must be a symptom of the entity 
referred to by the subject. Reference resolution treats an empty subject much 
like a pronominal reference, that is, it proposes the first element in the 
FocusList as a possible referent. The first proposed referent, eventl is 
rejected by the semantic selectional constraints associated with the verb have, 
which, for this domain, require the role mapped onto the subject to be classified 
as a machine part and the role mapped onto the direct object to be classified as 
a symptom. Since the next item in the FocuaList, drivel, is a machine part, 
it passes the selectional constraint and becomes matched with the empty sub- 
ject of has select lock. Since no select lock has been mentioned previously, the 
system creates one. For the sentence as a whole then, two entities ar^ newly 
created: the select lock ([lockl]) and the new prepositional event ([event2]): 
id(event,[event2]), id(3eIectÄlock,[lockl]). The following representation 
is added to the event list, and the FocusList and Ids are updated appropri- 

ately.6 

[event 2] 
have(time(timel)) 
symptom(objectl( [drivel]), 
3ymptom( [lockl] ),time(timel)) 

5.3. Sentence 3: Motor is bad. 

In the third sentence of the sample text, a new entity is mentioned, motor. 
Like disk drive from sentence 1, motor is a dependent entity. However, the 
entity it presupposes is not a c mputer system, but .'ather, a disk drive.   The 

This version only deals with explicit mentions of time, so for this sentence the time argument is filled in with a 
gensym that stands for an unknown time period.   The current version of PUNDIT uses verb tense and verb semai.tics 
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newly mcationed motor becomes associated with the previously mentioned disk 
drive. 

After processing this sentence, the new entity moWr3 is added to the 
FocuaLiat along with the new proposition evenfc3. Now the discourse infor- 
mation about part-v/hole relationships contains information about both depen- 
dent entities, namely that motorl is a part of drivel, and that drivel is a 
part of aystcmX. 

h»apwrt([drivel].f'Ti^'.ürl]) 
haspoTtQaysteml],. [drivel]) 

6.4. Sentence 4: ia awp apmdle motor. 

Awp is an abbreviation for an idiom specific to this domain, awaiting part. 
It has two semantic roles, one of which maps to the sentence subject. The 
second maps to the direct object, which in this case is the non-specific spindle 
motor as explained in Section 4.2. The selectional restriction that the first 
semantic role of awp be an engineer causes the reference resolution component 
to create a new engineer entity because no engineer has been mentioned previ- 
ously. After processing this sentence, the list of available entities has been 
incremented by three: 

id(e^ cnt,[events]) 
id(pwrt,[_2317]) 
id(field'vengmeer,[engvneerl]) 

The new event is represented as follows: 

[events] 
idiom"Verb(waitAfor'vpart,time(time2)) 
•wait(objectl([engmeerl]), 

object2([_2317]),time(time2)) 

5.5. Sentence 5: diak drive -«vaa up at 11/17-0800 In the emended 
version of sentence 5 the disk drive is presumed to be the same drive referred 
to previously, that is, drivel. The semantic analysis of sentence 5 is very 
similar to that of sentence I. As shown in the following event representation, 
the predicate expressed by the modifier up is attributed to the theme drivel 
at the specified time. 

[event5] 
be(time([ll/l 7-1236])) 
attribute(theme( [drivel]), 
mod(up),time([ll/17-1236])) 

Yi to doriv» implicit time arguments. 
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5.0.   Sentoace 6: Ttcplwccd motor. 

The sixth äentence is another fragment consisting of a verb phrase with no 
subject. As before, reference resolution tries to find a referent in the current 
FocusList which is a semantically acceptable subject given the thematic 
structure of the verb and the domain-specific selcctional restrictions associated 
with them. The thematic structure of the verb replace includes an agent role 
to be mapped onto the sentence subject. The only agent in the maintenance 
domain is a field engineer. Reference resolution finds the previously mentioned 
engineer created for awp spindle motor, [engineerl]. It does not find an 
instrument, and since this is not an essential role, this is not a problem. It 
simply fills it in with another gensym that stands for an unknown filler, unk- 
no-vvnl. 

When looking for the referent of a spindle motor to fill the objectl role, it 
first finds the non-specific spindle motor also mentioned in the awp spindle 
motor sentence, and a specific referent is found for it. However, this fails the 
selection restrictions, since although it is a machine part, it is not already asso- 
ciated with an assembly, so backtracking occurs and the referent instantiation 
is undone. The next spindle motor on the FocusLiat is the one from spindle 
motor is bad, ([motorl]). This does pass the selection restrictions since it par- 
ticipates in a haspart relationship. 

The last semantic role to be filled is the object2 role. Now there is a res- 
triction saying this role must be filled by a machine part of the same type as 
object!, which is not already included in an assembly, viz., the non-specific 
spindle motor. Reference resolution finds a new referent for it, which automati- 
cally instantiates the variable in the id term as well. The representation can 
be decomposed further into the two semantic predicates missing and 
included, which indicate the current status of the parts with respect to any 
jxisting assemblies. The baspart relationships are updated, with the old 
haspart relationship for [motorl] being removed, and a new baspart rela- 
tionship for [motor3] being added. The final representation of the text will be 
passed through a filter so that it can be suitably modified for inclusion in a 
database. 

May 15, 198« -15- 

g ^-Jt w K   ^   y  „  M  ^ fi   _-..■ ^  «V  «^   t-  «V -\     -VU J^   _■-. , -"■     1.>.. _'. 



K r W7VÄ r?wr-: w^p--l If r s~* gllJiW ■»■■■■ «IfWKBK W ■1 P » ■ «J ■ U Uli ■ I.-■ H% t ■V I ^1 ^-H «_n ^.T ■:- ^-1 ^-T T-l W^TT^T TT^ TI^^WTH- *= r -r"W"w W-J^^f WV-T .' rJTTSfV ^T    ■■    =V^ 

IS 

wo 

Recovering Implicit Informatioa 

[event 6] 
replace(timie(irTOe3)) 
cau3e(»geioit([engiTTeer1!.]), 

use(mstrument (unknown!), 
exchange(objectl([motorl]), 

obJ€ct2([Tnotor2]), 
tline(txnnie3)))) 

mcluded(object2([motor2]),time(iime3)) 
mi33mg(object.l.([)motorl]),tinie(tijnnie3)) 

Part-Whole Relationsblps: 

haspart([drXvel],[motor3]) 
haspartQgyatemlJJdrWel]) 

6.   Conclusion 

This paper has discussed the communication between syntactic, semantic and 
pragmatic modules that is necessary for making implicit linguistic information 
explicit. The key is letting syntax and semantics recognize missing linguistic 
entities as implicit entities, so that they can be marked as such, and reference 
resolution can be directed to find specific referents for the entities. Implicit enti- 
ties may be either empty syntactic constituents in sentence fragments or 
unfilled semantic roles associated with domain-specific verb decompositions. In 
this way the task of making implicit information explicit becomes a subset of 
the tasks performed by reference resolution. The success of this approach is 
dependent on the use of syntactic and semantic categorizations such as ELLIDED 
and ESSENTIAL which are meaningful to reference resolution, and which can 
guide reference resolution's decision making process. 
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1. Introduction 

This report outlines procedures for building domain specific lexical ^atries for the PUNDIT 
natural language system at SDC. The lexical entries are designed for utilization in inference- 
driven semantic analysis (Palmer, 1984). The procedures for constructing the lexical entries take 
advantage of recent works in linguistic semantics (cf. References Cited, esp. Dowty, 1979; 
Foley and Van Valin, 1984; Levin, 1985; Levin and Rappaport, 1985; Rappaport and Levin, 1985; 
and Talmy, 1978a, 1978b, 1935) without being constrained by any particular linguistic theory. Of 
particular utility is a section in Foley and Van Valin (1984) entitled "The Semantic Structure of 
the Clause" in which they draw on the work of Gruber (1965), Jackendoff (1976) and Dowty 
(1979). Their aim is to provide a set of general tools for the semantic analysis of the verb system 
of any language. The generality of their approach makes it appropriate not only for different 
languages but also for domain-specific sub-languages. 

This is the first report in a series of two on designing lexical entries. It gives an overview of 
the general methods for constructing lexical entries regardless of the domain. A subsequent report 
will focus on specific semantic issues pertaining to the current domain application of PUNDIT. 
This domain consists of Navy casualty reports (casreps) describing failures in shipboard starting 
air compressors (sacs). 

2. General 

The lexical entries consist of predicate logic clauses wnich represent word meaning and 
thematic structure in a single decomposition. Currently, two classes of words are given lexical 
entries: 1) those that serve as predicates (excluding predicate nominals ) i.e., verbs, adjectives 
and prepositions, and 2) deverbal nouns and other nouns which take arguments.2 Predicating 
expressions can be classified on the basis of similarities of meaning and thematic structure, and 
the similarities can then be captured by assigning similar predicate structures to classes of expres- 
sions. The predicate structures comprising the lexical entries for the casreps contain three types 
of abstract elements: basic semantic predicates (primitives), thematic roles, and aspectual opera- 
tors. 

The three elements of a lexical decomposition are all represented as predicate-argument 
terms embedded in a semantic tree structure, but they have distinct functions. The thematic role 
predicates, e.g., agent and patient, are the leaves of the semantic tree whose arguments are 
constituents of surface structure (e.g., subject, direct object). Thus each role type has an associ- 
ated set of possible mappings to surface structure (e.g., an agent can be realized as a subject or 
as the object of a by phrase). Thematic roles are in turn the arguments of superordinate semantic 
predicates, the semantic primitives in terms of which the lexical content, of a predicate is 
represented. The aspectual operators represent the temporal structure of a predicating expression 
and are necessarily superordinate to one or more semantic primitives. 

'Nominals occur in a variety of predicational uses, e.g., equational sentences (e.g., Scott is the author of Waverly) 
and sentences expressing type relations (eg, 4 penimmon it a (type of) frail). One way to represent such sentences would 
be to fill in a variable of a pre-defined predicate provided in the knowledge domain: eg., author(Scott,Wavcrly), and 
iiia(persiminon,fnil t) 

'Chomsky (1970) gives a short list of nouns with various complements, many but not all of which would fall into 
the category of nouns with thematic structure. Levi (1978) relates the complements of such nouns to 'semantically based 
case relations' (p. 27). Nouns in the current domain which take arguments include those classififed as 'percepts', e.g., 
color as in color of oil, also, those classified as 'scalars', e.g., presaare as in lube oil prenure of 85 psi. 

ummmmtt k (;M^$$^^^ 
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Decomposition Structure of BREAK: 

a) Semantic roles appear in italics 
b) Semantic predicates are capitalized 
c) Aspectual operator appears in boldface 

CAUSB(okeB<fJ,become{BROKEN(po<t«ntfJ/y>l 
While lexical entries are necessarily domain specific, there are general principles which can guide 
the determination of all three components. 

Lexical content, thematic structure and inherent aspect can be distinguished conceptually, 
but have complex (lattice-like) inter'jpendeneüs. Regardless of which type of semantic com- 
ponent motivates th" preliminary classification of expressions in a domain, the sub-classes will cut 
across categories. For example, agents are associated with two distinct aspectual classes, activity 
and event predications. Thus, arriving at a semantic classification of a set of predicating expres- 
sions is a cyclic rather than linear task. 

8.   Basic Semantic Predicates 

Given an existing knowledge base, the domain specific semantic primitives could be selected 
to accord with relations specified in the knowledge base. In the absence of an a priori set of 
semantic relations, semantic classes can be chosen by grouping predicating expressions on the 
basis of general meaning classes, e.g., verbs indicating change of location (move), manner of 
motion (slide), change of physical state (melt), cognition (suspect), and so on. The actual decom- 
oositions within a class of expressions would depend on how accuraiely the meaning of the expres- 
ions must be represented. Thus selecting the semantic primitives for a domain depends largely 

^n the application. 

4.  Aspect 

Talmy provides a concise definition of aspect as 'the pattern of distribution of action 
through time' and observes that a particular aspectual content is generally part of the inherent 
meaning of a verb, though this inherent meaning can be modified by grammatical elements with 
aspectual meaning. Representing aspect in lexical entries makes it possible to appropriately inter- 
pret tense, grammatical aspect (i.e., progressive) and temporal phrases. The number of aspectual 
distinctions proposed in analyses of lexical aspect varies, depending on the language being investi- 
gated and the predilections of the investigator, but the minimal set consists of the distinction 
between stative and non-stuvive predications, and for the latter, between activities and events 
(change-of-stste or change-of-location predications). Stative predications denote states of affairs 
which persist throughout some period of time during which there is no change or activity, i.e., the 
truth of the predication can be determined by sampling the state of affairs at a single point in 
time. Activity predications also denote states of affairs which persist for some period of time but 
differ from statives in that some activity or process is ensuing such that there is change from 
moment to moment. Event predications denote a transition to a new state of affairs, e.g., into a 
new physical state (The ice melted) or to a new location (The ship arrived in port). 

4.1.   Diagnostics and defining criteria 

A variety of semantic criteria and sentence frames have been proposed to distinguish 
between aspectual classes (cf. Dowty, 1979). Since only three aspectual classes are implemented 
in PUNDIT, identifying two of them—statives and events—is sufficient. Activity predications are 
then predications which are neither states nor events. 

Statives 



pwn^e? i- ^ ' ! ■   '- ■ r-w wv^m T# ■i v »v "" 

3 Lexical Entries 

a) cannot bo referenced with do it (not applicable with passive voice) 

Event: The oil sometimes ignites; 
it does it when the oil pressure is too high. 

State: * The oil is sometimes dark in color; 
it does it when the oil pressure is too high. 

b) cannot occur in pseudo-clefts: what X did was Y 

Event: What the oil did was ignite. 
State: * What the oil did was be dark, 

c) nominaluation of whole VP cannot be subject of occur, take place 

Event: The oil's igniting occurs too frequently. 
State: * The oil's being dark takes place twice a day. 

Events 
a) the past participle of change of state (event) predicates can be used 

adjeciivally; e.g., the surface sentence "NP is V-ed^s more likely 
to be interpreted as a stative predication than as an event expressed 
in the passive voice 

NP is [activity verb]-ed tends to be interpreted as 
a recurrent event: The engine is [usually] operated 

NP is [event verb]-ed tends to be interpreted as 
a current state: The engine is [now] corroded 

b) a sentence in the past tense entails that the patient or theme is 
in a new state or new location 

New location: The ship arrived in port at 1300 hours. 
Entails: The ship is in port as of 1300 hours 

c) past progressive predication does not entail the simple past 

Activity predication: 
The engineer was operating the machinery. 
Entails: 
The machinery operated. 

Event predication; 
The crew was installing a new engine 
Does not entail: 
The crew installed a new engine. 

4.2.   Representation 

Following Dowty (1979) and Foley and Van Valin (1984), the aspectual meaning of predicat- 
ing expressions is represented in part in their decompositional structure. Event decompositions 
contain a become predicate. The resulting state or location of an event verb is embedded 
directly beneath the become predicate, e.g., fail is represented as becomt(failed(_)).   Currently, 

^ö^J^jas^ 
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distinguishing states from activities is rot don? via an aspectual operator. In the current domain, 
stative predications (excluding those treatec' as "transparent" predicates, e.g., cognition verbs) are 
those whose main verb is be or havr. (e.g., be inoperative; have wear). All other non-event verbs 
are activities. For domains with a more heterogeneous class of stative predications, an aspectual 
operator (e.g., Dowty's do) could be added to activity decompositions to distinguish them from 
statives in future implementations. 

More fine grained treatments of lexical aspect distinguish between types of activities and 
types of events. For example, Talmy (1985) classifies activities into full-cycle [strike), multiplex 
(irea^.''';), and steady-state [steep). His distinction between full-cycle and steady-state corresponds 
roughly to the more familiar terminological distinction between punctual and non-punctual verbs. 
A full-cyc' predication can be transformed into a multiplex when a duration is associated \ ith 
the activity. The duration adverbial forces an interpretation of repeated instances throughout the 
duration (e.g., someone struck the gong=OTie strike-gong event; versus someone struck the gong 
for three /io«rs~repeatev! strike-gong events). Because such distinctions can affect the Interpre- 
tation of adverbial expressions, future domain applications might benefit from a fine-grained 
typology of activities.   In the current application, activities are not subcategorized. 

Causation is generally treated in discussions of aspect because causal predications are neces- 
sarily temporally complex: an activity of one participant causes a resulting state or activity in 
another participant. In other words, the logical structure of a causative verb can be represented 
as c8usefpredicatel(agent(_)),ppedicat,e2(io/e(_)). Predicatel generally, if not always, falls 
huo the aspectual class of activities, whereas predicates may be either an activity or a simple 
event. The crucial component of the first term in a cause predicate is the agent semantic role. 
For notational simplicity, agcnt(_) can be substituted for predicatel(agent(_)) without obscur- 
ing the distinction between the two aspectually distinct types of causatives. The genial decom- 
positional structure for causatives resulting in an activity is thus: 
cause(agent(_),Pred(act< r(_))) ('--g-) someone operated the sac < - 
cause(agent(_),operate(actop(sac))1). Causatives resulting in a new state or location are 
represented as: cause(agent(_),bfeCome(Pped(pafient(_)))) or 
cause(agent(_),become(Pred(thenic(_))Iocation(_)))) (e.g., the drive <ihaft sheared the driven 
gear <- cause(actor(drive 3haft),böcome(sheared(patient(driven gear)))) where become 
is embedded in the decomposition). Aspectual operators also have relevance to thematic structure 
as will be shown in the following section. 

ta 

5.  Thematic structure 

There is no a priori set of thematic roles with fixed criteria for assigning the arguments of a 
predication to one or another role type. However, there are gross regularities in the lexicon per- 
taining to 1) the number of arguments a verb takes in various uses (e.g., transitive/intransitive 
uses of the same morphological form), 2) the syntactic relations between the verb and its argu- 
ments, 3) and the interpretation of how an argument participates in the state, activity or event 
expressed in the predication. All three factors contribute to the analysis of thematic structure. 
The following discussion outlines a procedure for assigning thematic structure. 

The distinction be ween stative and event predications and the discussion of causation pro- 
vide a starting point for deteimining thematic structure in the following ways. First, all evtnt 
predications, by definition, contain stative predications within them, i.e., all event predications 
are either of the form K.come(atative), if intransitive (e.g., the sac failed), or 
cause(X,bcr.ome(stative)) if transitive (e.g., the operator disengaged the sac). The aspectual 
operator become doesn't change the thematic structure of a predicate. In contrast, the cause 
predicate is both an indication of causative meaning and of the presence of an agent thematic 
role. There is thus a regular relationship between the thematic structure and valency of a stative 
predication (NPl be X), a simple-event whose result is the stative predication (NPl become 
X), and the related causative-event (NP2 cause NP become X). For any stative, there may or 
may not be a corresponding intransitive predication:        the cup is broken/the cup broke versus the 
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drive ahaft ie lubricated/ *the drive shaft lubricated. Further, the event and stative preciicalioiis 
may or may not make use of morphologically re'ated forms. A first pasa at deterimning the sei of 
thematic ro'es associated with the predications used in a particular domain can be accomplished 
by examining triplets of stative/simpie-event/causatrve-event predicates on the one hand, and 
pairs of simple activity/causative-activity predicates on the other. 

5.1.   Predicutlons with Patient/Theme Arguments 

A large number of event predications fall into one of two classes: state-change or location- 
change. The argument said to undergo a change of state is conventionally a patient while one 
said to undergo a change of location is conventionally a theme. The state-change state predi- 
cates typically have only the patient role while location-change predicates typically involve at 
least one location role (e.g., source and/or goal). Further, both patients and themes tend to 
be subjects of simple event predication and direct objects of causative events. Corresponding to 
these two types of event predications are two types of stative predications specifying the current 
state or current location of an entity. The two types of stative predications, which tend to be of 
the form W ie Adj or iVF is locative-PP, have the same semantic roles as their corresponding 
event predications. The following chart schematically represents the three aspectual types-- 
stative, simple-event and causative-event—of the two semantic classes—location and physical state: 

I «w"%- <-v V/;''*>£ v^ v^v V->*«V^',-. 
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Stative predication: 
Physical state, "the shaft is dry" 

<-   dry(patient(shaf't)) 
Location: "meta1 particles are in the oil" 

<-   in(theme(particles),location(oil)) 
Simple event: 

Physical state: "the pump seized" 
<-   become(seized(patient(pump))) 

Location:   "the ship arrived at the port" 
<-   become(at(theme(ship),location(port))) 

Causative event: 
Physical state: "the operator disengaged the sac" 

<- cause(agent(operator), bee:)me(disengaged(patient(sac)))) 
Location: "the operator disconnected the shaft from the hub" 

<- cause(agent(operator), 
become(disconnected(theme(shaft),location(hub)))) 

Fig 1. Six abstract semantic types 

Other roles in addition to agent, patient, theme and location are sometimes associated with 
stative and event predications. For example, a causative event verb may have an instrument 
role, depending in part on whether an inanimate entity can be the subject of the causative transi- 
tive, as in the hammer broke the cup. As mentioned above, change of location verbs may have 
source or goal roles. Whether to incorporate an instrument role, or to substitute source or 
goal for location, depends in part on what arguments can appear in surface structure and on the 
set of semantic primiiives appropriate for the domain. For example, the location argument of 
disconnect is more precisely a source as evidenced by the possibility of a from prepositional 
phrase alongside the impossibility of a to phrase: 

the operator disconnected the shaft from/ *to the hub 

Other change of location verbs may take both goal and source, or only goal: 

the ship went from the harbor to the open sea 
the operator attached the shaft to/*from the hub 

Both sources and goals are types of locations. Their contribution tc lexical meaning can 
be captured by the choice of thematic roles or by the choice of semantic primitives. Thus the 
location argument of disconnect could be represented as a source: disconnect(theme,source). 
Alternatively, the meaning captured by the source role, viz. that the theme is no longer at some 
source location, could be represented by embedding a location role in the negation of an at predi- 
cate: 

disconnect <- become(not(at(theme(_),location(_)))). 

Similarly, the logical structure of the ship went from the harbor to the open sea could be 
represented in a relatively flat, or inferentially shallow structure, as in: 

move(theme(ship),source(harbor),goal(sea)). 

Alternatively, the lexical decomposition process could be carried a step further to incorporate the 
logical inferences represented below (cf. Foley and Van Valin, pp. 5111): 

at(theme(ship),loc.i,tion(sea)), 
not(at(theme(ship),location(harbor))). 

This is a very simple illustration of how the set of thematic roles for a domain interacts with the 
set of primitive semantic predicates, which in turn depends on the desired output structures. The 
choice between implementing only a location role for a domain, or all three location, source 
and goal roles, also affects the set of surface structure mappings for locative arguments. 

^ÄK^ÄÄ^^ 
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6.2.   Actor predications 

An activity predication minimally requires an argument which is the entity performing an 
act or engaged in some process, here called the actor. Thus actors are generally animate enti- 
ties, or inanimate entities which have a source of energy or motive force. Examples of activity 
predications taking only an actor argument are: 

the woman sneezed <- snee«e(actor(wonian)) 
the wind blew       <- blow(actor(wind)) 
the wheel turned   <- turn(actop(wheel)y 

Some activity predications of this form also have transitive/causative uses and in effect have two 
actor roles, a causing actor and an experiencing actor. The former is designated an agent, as 
in: 

eomeone turned th* -•-..,„.' <- cause(agent(someonc),tupn(acto'*(wheeI))). 

The verb turn illustrates a relationship between a univalent activity predicate and its correspond- 
ing bivalent causative. Not all bivalent activity predicates are causatives in this sense. There are 
some transitive activity verbs whose direct object argument is not an actor, but rather, a passive 
participant, e.g., a theme as in: 

someone kicked the wall <- kick(actor(someone),theme(wall)). 

In sum, most activity predicates can be classified as one of the three following types: 

Activity predication: 
Univalent: Pred(actor(_)) 
Bivalent causative:       Cause(ager -(_),Pred(actor(_))) 
Bivalent non-causative: Pr<ad(actor(_),theme(_)) 

or: Pped(actor(_),location(_)). 

Fig. 2.  Four abstract semantic types 

6.   Summary of simple predicate types 

The following chart, which amalgamates Figs. 1 and 2 above, schematizes classes of predi- 
cates by valency, general thematic type and aspectual class. 

Stative predication: 
state Pred(patient(_)) 
location Pred{theme(_),location (_)) 

Simple-event predication: 
change of state     become(Pred(patient(_))) 
change of location become(Pred(theme(_),location(_))) 

Causative-event predication: 
Physical state:     cause(agent(_),become(Pred(patient(_)))) 
Location: cause(agent(become(Pred(theme(_),location(_))))) 

Activity predication: 
univalent Pred(actor(_)) 
bivalent, 

non-causative     Pred(actor(_),theme{_)) 
or Pred(actor(_),location(_)) 

causative cause(agent(_),Pred(actor(_))) 

Fig. 3. Ten abstract semantic types 

Patients and themes are both associated with stative and simple event predications: patients 
are associated with predicates characterizing the physical state of some entity (or state-change) 
while Themes, together with locations, are associated with predicates describing the location of 
some entity (or location-change).   Patients and themes are also alike in having similar surface 

im^™»™*^^ 
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8 Lexical Entries 

structure reali/.atlons; both are subjects of stative or intransitive predications or direct objects of 
transitive-cansatives. The presence of a become operator in a decomposition changes the aspect 
of a predicate from stative to simple-event without changing the valency. Actors are associated 
with activity predicates, which may be inherently intransitive or transitive. For transitive 
activity predications, the second argument is likely to be a location or a theme. The agent role 
invariably indicate? a causative pred» ation, of which there are two aspectual types: causative- 
events and causative-activities. In a causative-event, the agent causes some entity to enter a new 
state or location; in a causative-activity, the agent causes some entity to engage in a new activity. 
Often a causative predication and the corresponding simple-event or activity are expressed by the 
same morphological form (cf. turn). 

As shown above, the thematic roles built into a decomposition reflect in part the aspectual 
properties and valency of a surface predicate as well as the distinction between state-change and 
location-change meaning. It has been briefly observed that in addition, each thematic role has 
certain prototypical surface realizations.  These are reviewed in greater detail in the next section. 

7. Mappings from thematic structure to surface structure 

The most salient arguments of a predicating expression are those appearing as clausal sub- 
jects and direct objects. Predicating expressions can also occur in noun phrases, e.g., adjectives 
and prepositional phrases. The following chart summarizes the typicd surface realizations in both 
noun phrases and basic clauses of the thematic roles reviewed above, except for location. As the 
earlier discussion of the verb diaconntct suggests, some change cf location verbs are inherently 
directional (disconnect from/ *to; compare put on versus take off). Others are not, and thus take a 
wide variety of locative complements (e.g., move to/from/by; pass in/out/by). Motion verbs (in 
English, cf. Talmy) tend to incorporate manner and cause as well as simple motion (e.g., stand, 
bounce, hang, twist, pull and so on). For these and other reasons, the surface realizations of loca- 
tion arguments are more idiosyncratic than the other arguments reviewed above. Discussion of 
location arguments will be postponed. 
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CHART OF THEMATIC ROLE TO SURFACE STRUCTURE MAPPINGS 

AGENT IS REALIZED AS: 
1) Possessive determiner of gerund/nominalization: 

'the engineer's replacement of the sac' 
'the engineer's replacing the sac' 

2) Subject of finite or non-finite clause: 
'the engineer replaced/replacing the sac' 

3) PP obj of 'by' in a passive: 
'the sac was replaced by the engineer' 

PATIENT IS REALIZED AS: 
1) Noun rnodifijing a nominalization: 

'sac disengagement' 
'impeller blade tip erosion' 

2) PP obj of 'of, where head is gerund, nominalization or related noun; 
'disengaging of sac' 
'disengagement of sac' 
'erosion of impellor blade tip' 

3) Possessive determiner of gerund/nominalization: 
"sac's disengagement" 

4) Head of NP where left modifier is adj or pple 
requiring patient role: 
'broken tooth'» 
'burnt odor' • 

5) Subject of copula/passive S: 
'gear teeth are broken' 
'oil is discolored' 

6) Direct object of transitive: 'the operator broke the sac' 

7) Subject of intransitive, if it exists: : 'the gear tooth broke' 

THEME IS REALIZED AS: 
1) PP obj of 'of for nomiualization/gerund: 

'disconnection of coupling' 
'color of oil' 

2) Head of NP whose left modifier is a pred requiring a theme: 
'packed drive shaft' 
'disconnected shaft' 

3) Subject of copula/passive S: 
'drive shaft was packed' 
'shaft was disconnected' 

4) Dobj of causative tr.: 
'someone packed the drive shaft' 
'someone disconnected the diesel hub' 
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10 Lexical Entries 

ACTOR IS REALIZED AS: 
1) PP obj of 'of for gerund or nominalization: 

'sounding of alarm' 
'rotation of drive shaft ' 

2) Possessive determiner of gerund/nominalizatioi.: 
'the alarm's sounding' 

3) Noun modiQying a nominalization: 
'engine operation' 

4) Subject of intransitive: 
'the alarm sounded' 
'the drive shaft rotated' 

5) Subject of passive S: 
'drive shaft was rotating' 
'engine was operated' 

6) Dobj of causative: 
'someone sounded the alarm' 

m 

i ».i *.y M •. 
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Gramm.itical coverage of the CASREPS; 
Summary of current status 

April, 1980 

Marcia Linebarger 

1. COVERAGE OF CASREPS 

Total of sentonces; 154 
Total parsed correctly: 131 (85%) 

On 1st, 2nd, or 3rd parse: 109 
M On 1st parse: 92 

fij? On 2nd or 3rd parse: 17 
On 4th or subsequent parse: 22 

Total not parsed at all, or parsed incorrectly: 23 
Due to ill-formed input: 9 
Due to lexical scanner problems: 7 
Due to inadequacies of grammar coverage: 4 
Due to xor ('•orrect reading available but not generated); 3 

The figures below represent coverage of the same corpus with the lexical scanner difficulties 
revolved and the ill-formed input (misspellings, mispunctuations, run-on sentences) corrected. 
Since two of these sentences would need to be re-piirased in order to be corrected, they are simply 
omitted from the sentence total in the following breakdown: 

Total of sentences (less two): 152 
Total parsed correctly: 145 (95%) 

On 1st, 2nd, or 3rd parse: 120 
:      On 1st parse: 101 

On 2nd or 3rd parse: 19 
On 4th or subsequent parse: 25 

Total not parsed at all, or parsed incorrectly: 7 
Due to inadequacies of grammar coverage; 4 
Due to xor (correct reading available but not generated): 3 

2. EXTENSIONS TO GRAMMAR 

The extensions to the grammar required to parse this corpus include the addition of rules for 
fragments, objects, sentence adjuncts, and "wh-constructions" such as relative clauses. 

a. Fragments 

Approximately half of the sentences in the CASREPs arc not full sentences. Nevertheless, 
these fragments follow quite regular patterns, and fall into one or another of four basic typos: tvo 
(tensed sentence missing subject, as in A4.1.2, "Believe the coupling from diesel to sac lube oil 
pump to be sheared"); zerocoputa (missing verb "be", as in A6.0.0, "Part ordered"); nstg_fraymetit 
(isolated noun phrase, as in B34.1.1, "Loss of oil pump pressure"); or predicate (isolated comple- 
ment of verb "be", as in B12.1.2, "Believed due to worn bushings", or A.l.1.2, "Unable to con- 
sistently start ir lb gas turbine"). 

The syntax and the semantics of these elements are quite regular, and thus fragment cover- 
age docs not add signficantly to the complexity of the grammar. A total of six BNF rules (out of 
106 total) and 3 restrictions (out of 55 total) were added to the grammar to cover fragments; in 
addition, 2 BNF rules and 1 restriction were altered to accomodate fragments. 



b. Object options 

The grammar has also bepn pxtenfl^d to cover a wider range of object types, including a 
variety of embedded infinitivals, embedded clauses, and non-clausal predications such as 
subject + ohject of be (as in B26.1.5, "High lo temp due to design of first flight oil cooler believed 
contributor to unit failure"). 

c. Sentence adjuncts 

A rich variety of sentence adjuncts occur in the CASREPS, including a range of clausal and 
sub-clausal strings introduced by subordinating conjunctions (as in B20.1.1, "while engaged") and 
present participles (as in Bll.1.1, "causing erratic operation"). In addition, the restriction com- 
ponent was developed to prevent spurious ambiguities arising out of the enrichment of sentence 
adjunct possibilities. 

d. Wh-expressions 

Although relative clauses and other wh-expressions are rare in the CASREPs (cf. B38.1.3, 
"85 psi which is low lube oil alarm set point"),the grammar has also been expanded to cover these 
constructions and to enforce the complex restrictions on their occurence. 

3. PROBLEMS 

The major remaining difficulties include the following: 

a. Lexical scanner problems 

Word-internal occurences of penods,slashes, etc. are currently rejected by the lexical 
scanner. 

b. Xor problems 

The 'committed or' which controls disjunctive application of the assertion, question, frag- 
ment, and compound options is generally successful in capturing the intended parse. However, 
there are several sentences in the CASREP corpus in which a spurious assertion parse preempts a 
correct fragment parse, e.g., B26.1.5, "High lo temp believed contributor to unit failure.", where 
"believe" is taken as the main verb with subject "temp" and "contributor" as the object ("they 
believed it"), rather than as a fragment of the type zerocopula, where "believed" is taken as a 
past participle ("temp [was] believed [to be] a contributor..."). 

c. Remaining grammar problems 

Full and accurate coverage of the CASREPs requires further work on the grammar, includ- 
ing the following: finer-grained treatment of the noun phrase; restrictions on adverbs to prevent, 
e.g., the analysis of "very" as a sentence adverb; modification of the BNF rules to accomodate 
multiple sentence adjuncts; modification of conjunction rules. 



CASREPS.TESTA 
Siitniitary of Parses 

April, 108« 

Sentencea nol preceded by caartfis number are modijicationn of Ike uriyinat Uzt. The rank of Ike 
correct pane is given in "Correct parse #" column. Note lhal these data reflect the yrarmnar prior 
to tke removal of xor from the fragment rule; therefore the figures for fragments do not include frag- 
ment parses subsequent to the correct one. 

No. T«xl No. Parses Times Correct P'trsej/j^ 

1.1.1 SlarthiK air regulatiun valve failed. 5 1,3,0,«, 10 

2 (9) 

4 

1.1.2 Unable tu conatstetilly start, nr lb gas 
turbine. 

1 I 

I (N/Cjiur) l_ 
1 

1.1.3 

4.0.0 

Valve parts excessively corruded. 1 

Tecii assist requested. 1 2 (3) 

4.1.1 While diesel was operating with sac 
disengaged, the sac lu alarm sounded. 

1 10 (Hi) 1 

4.1.2 Believe  the coupling  from  diesel to 
sac lube oil pump to be sheared. 

12 4,13,20,27,30,33, 
37,43,40,52,50, 
03,07 [09) 

4 

4.1.3 Pump   will   not   turn   when   engine 
jacks over. 

2 2, 4 (0) 

mZ'~Z 

~2,i(li)' 

"1,2(2)" 
8,9,11,11 

(15) 

1 

1 

N/O scan 

1 

1 

4 

5.0.0 Tech assist requested. 1 

5.1.1 Unable to maintain  l.o. pressure to 
sac. 

0 

Unable   to   maintain   lo   pressure   to 
sac. 

2 

5.1.2 Disengaged immediately after alarm. 2 

5.1.3 Metal   particles   in   oil   sample   and 
strainer. 

4 

0.0.0 Part ordered. 1 2(2) 1 

3 

1 

5 

1 

6.1.1 Unable to maintain lube oil pressure 
to starting air compressor. 

4 2,5,9,11 (30) 

1(4) 

0,7,8,8,10,11 
(13) 

2 (2J 

0.1.2 Inspection of lo filter revealed metal 
particles. 

1 

0.1.3 Retained   oil   sample   and   iilter   ele- 
ment for future analysis. 

0 

ISLO.Oa Part fail. 1 

9.0.0b 

lu.i 
Part ordered. 1 AM....  

3,4,0,0 (7) 

V. (7)  

'llO.TITI 

I 

1 

1 

1 

Sac   received  high  usage during two 
becce periods. 

4 

9.1.2 Ccs received a report that lo pressure 
was dropping. 

2 

9.1.3 Alarm sounded. 1 

'Ji"r >i'K)0\^"->'*>"• KftJt? <mmmm$kmmmmm^ 
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No. Text No. 1'arses Times           ! 

9,10,12,13               ' 

Correct liarse^J1 1 

' 4 9.1.4 ; Loud   noises  were  coming  from   the I 
drive shaft tin ring roast down. .U7.L..,       . 

2,5 (7) 2 9.1.5 I)ri"v shaft was found to rotate freely •) 

at the ssdg end. 

1 9.1.6 Splines were extennively worn. Mij 1               j 
21.0.0 Assi'it required. 1 Ui)               1 1 

21.1.IA Nr 4 sac oil pressure dropped below 
alarm point of 05 psig during moni- 
toring of IA gth. 

ü 11,18,23,39,43,18 
(85) 

2 

21.1.IB Start air pressure dropped below 30 r. 7,9,15,18,21 2 
psig <luritig monitoring of IA gth. (42) 

21.1.2 Oil   is   discolored   and  contaminated 3 1,3,3(5) 3              1 
with metal. 

22.0.0 Tech assist requested. 1 I 12) 1               j 
22.1.1 Loss   of   lube   oil   pressure   during 3 7,8,9 (12) I               j 

operation. 

22.1.2 Investigation revealed adequate lube 
oil saturated with both metallic and 

0 N/(i scan 

non-metallic particles. 

Investigation revealed adequate lube 10 23,24/25,*25,*27, 1 
oil saturated with both metallic and 29,;U),*311*32,*33, 
non-mclalllc particles. 38,39,40,42,43,44, 

45 (54) 

2(4) 1 

'l 

22.1.3 Uequest replacement of sac. 1 

23.0.0 Assistance required. I 

23.1.1 The low lube oil pressure alarm and 
compressor  fail to engage the  alarm 
activated during routine »tart of start 
air compressor. 

0 N/G input 

The low lube oil pressure alarm and 27 4,8.12,25,29,.... 1 
compressor fail to engage alarm ac- (215) 

tivated during routine start of start 
air compressor. 

23.1.2 Metallic material was discovered in lo 
sump and Biter assembly. 

|          1 3(11) 1 

24.0.0 Require replacement. i          l MD  1               1               1 

24.1.1 Loss of lube oil pressure when start 
air compressor engaged for operation 

4 4,5,23,2(5 
(29) 

N/G gram 

is due to wiped bearing. 1 I !                                                            ] 

$^&&^^ ; amm 



No. Text No.Parses Times Correct parse // 
24.1.2 Material clogging straint-rs. 2 3.'Mi) 1 

25.0.0 'IV'cli aM.sist required. 1 M2)      __ „ 1 

25.1.1 During routine start of main gas pro- 
pulsion  turbine, sac  air pressure de- 
creased  rapidly to 5.74 psi  resulting 
in an aborted engine start. 

0 N/G scan 

During routine start of main gas pro- 
pulsion  turbine, sac  air pressure de- 
creaaed rapidly to 5.74 psi resulting 
in an aborted engine start. 

21 67,89,71...1ÜSJ 
(227) 

2 (4) 

14 

25.1.2 Exact cause of failure unknown. 1 I 

25.1.3 Suspect faulty high speed rotating as- 
sembly. 

1 2 

2,2,3 {3j 

I 

28.0.0 Return to company. 3 1 

28.1.1 Unit has excessive wear on inlet im- 
pcllor assembly and shows high usage 
of oil. 

2 5,12 (24) 1 

28.1.2 Blades  arc  bent  and   1/4  inch  deep 
chips are visible on leading edge. 

2 2,3 (5) 1 

30.0.0 Tech assist requested. 1 1 (2) 1 

31.1.1A Loss  of second »ac  of two installed 
sac's. 

2 2,4 (10) N/G xor 

31.1.ID Unit   has   low   output   air   pressure, 
resulting in slow gas turbine starts. 

4 Mi,17,22,24 
(4BJ 

2 

31.1.2 Troubleshooting revealed normal sac 
lube oil pressure and temperature. 

3 'M,-r> (6) 1 

— 
31.1.3 Erosion of impelhr blade tip is evi- 

dent. 
1 1(3) I 

31.1.4 Compressor   wheel    inducer    leading 
edge broken. 

2 4,4 (6) 1 

J , 
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CASREPb.TESTA 
Annotations to parse summary 

[1.1.1] 
Note that only an adjectival reading is available for   the prenotninal analysis of "regulat- 
ing". 

[1.1.3] 
Xor problem .   Due to the optional intransitivity of "corrode", xor eliminates the correct 
zerocopula reading. However, this reading is close enough to qualify as correct. 

[4.1.1) 
Note that restriction {d_nullLnsr} removes rare gerund reading; {w_vlng_lnr} thwarts an 
obscure analysis of ving as nvar. 

[4.1.2] 
The object is analyzable as nstgo, ntovo, or sobjbe. The latter possibility adds eight parses, 
but the object option sobjbe cannot be eliminated given, e.g., Testb 26.1.5 ("High LO temp 
.. believed contributor to unit failure"). 

[4.1.3] 
"Over" is parsed first as an adverb preceding null object of "jacks". The most correct read- 
ing seems to be the second one, in which it is parsed as a particle; however, the sa reading is 
close enough to be counted as correct. If expressions stich as "over" are reclassified as parti- 
cles but not adverbs, in order to circumvent this, then they will have to be subcategorized 
for individually in the lexicon, which would lead to many false rejections ol acceptable sen- 
tences. 

5.1.1 
Pn "to sac" is attached to rn in first parse (marked as correct here); but the second parse 
(with sa attachment of pn) seems more accurate. 

[5.1.2] 
In first parse, counted as correct, "immediately" is sa; perhaps the second, in which it is a 
left modifier of "after", is siill more accurate. 

[5.1.3] 
I assume (without conviction) that npos "oil" should not be distributed over "strainer". 

[6.1.1 
Although the third parse is listed as the correct one, the first parse is perhaps adequate; "to 
SAC" is attached to rn rather than sa. 

[6.1.3] 
The first parse   differs from the correct one only in that it attaches "for future analysis" to 
rn rather than sa. 

Ü.0.O 

"Fail"  is treated here as abbreviation for "failure". Or should these headers be treated as 
frozen expressions? 
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It is assumed lure th?.l the correct parse attaches "during NP" to sa and analyzes "two 
becce periods" as qpos + npos + nvar. 

[9.1.2] ^ 
"That" is analyxable as determiner or complementizer. 

[9.1.4] 
"Coast down" is treated as idiom. 

I assume that the most accurate parse (the fourth, counted as the correct one), attaches 
"from the drive shaft" to object, and "during coast down" to sa. However, the first parse 
might ■' sufficiently close, given the state of the system; it attaches the two pns to sa and 
rn, respectively. 

[9.1.5] 
Ambiguity: analysis of infinitive as s^ (tovo) or passobj (correct). 

[21.1.1A,B] 
In the second       se, counted as correct, "below"-phrase is sa rather than object (fifth parse). 

[21.1.2] 
The third parse is counted as correct, but fhe second parse, in which "with metal" is in sa, 
seems adequate. 

[22.1.1] 
Thecontextually correct nstgjrag parse is generated last; However, the zerocopula parse 
seems adequate, and is counted correct. 

[22.1.2] 
Conjuncliou . There are some analyses of "metallic" as avar prececung nulln that seem 
incorrect. This should be explored. 

Object type . The nstgo object analysis seems somewhat more accurate than sven analysis 
here; within the venpass, the most accurate parse is perhaps the one in which "with ... par- 
ticles" :s attached as passobj rather than as sa. But the firci, parse, with sa attachment o," 
this phrase, seems adequate. 

Scanner proclem . The problem remains that words containing "-" and such characters fail 
lookup because they are not atoms. 

Conjunction . In order to parse the conjoined apos, larl has been defined as an Ixr node. 
This may presf nt a problem, since larl lacks a right adjunct. 

Six other readings generated for this sentence contain conjoined Inr with nulln head of first 
Inr. Perhaps nulln should be disallowed in conjuncts unless it occurs in both: "There were 
five *(cats; and two dogs in the park"; "old and young were present", but *"old men and 
young were pr^   nt" is quaint at best. 

[23.i.lj 
Input   error .   It is assumed that "the" preceding "alarm" is an error. 

Re corrected version: The first six parses analyze "fail to engage" as an idiom (noun). In the 
remaining parses, "fail" is analyzed, legitimately, as the main verb (seven parses of con- 
joined subject x three parses of post-verb material). 
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[23.1.2] 
Conjunction problem . Although the corroci parse is gouoratcil, there is a missing parse, 
with conjoined npos "sump and filter'. But since it seems »inadvisable to allow full Inr in 
nnn, it's not clear how to niodil'y the conjunction rules to allow for this reading. 

[24.1.1] 
Multiple rn : In the contextually correct reading, "loss" is modified by "of lube oil pressure" 
and the "when^-clause. However, multiple rn's are not permitted, except in the case of pn'a. 
A semantically close reading in which the "when"-clause is an sa is also prevented, by 
{wmed_sa}, which rules out such sa's between subject and verb unless set off by commas 
(accounting for the ill-formedness of *"Louise when I called was tired"). The closest avail- 
able reading actually generated is the second one, in which the when-clause is in the rn of 
"pressure". 

Embedded fragment: "When sac engaged" seems most accurately parsed as an sven follow- 
ing "when". But in standard English, "when" cannot introduce an sven ("*I left when the 
car repaired"). Thus it may be that this corpus requires further modifications of the bnf 
rules beyond simply allowing matrix fragments. However, the optional intransitivity of 
"engaged" allows the material following "when" to be parsed as an assertion rather than an 
sven. 

[24.1.2] 
Perhaps an nstg_frag reading would be more accurate, but the first parse (zerocopula with 
objectbe->vingo) seems close enough to be counted as correct. The second parse (zero- 
copula with objectbe—>nstg) seems more questionable; perhaps {w_nonnull_ln} should be 
strengthened to require material in qpos or tpos rather than simply In. (This decision 
depends on judgments about acceptability of, e.g., "Sen.Jones complete idiot"). 

[25.1.1] 
5'cormer problem .  The decimal point cannot currently be entered. 

The long time to first parse may reflect the fact that the sentence is an extensive garden 
path, since the main verb "decreased" may initially be mis-analyzed as a participle in rn. 

The parses generated prior to the correct fourteenth parse analyze the nvar of the subject as 
either "resulting" or nulln rather than "psi". 

[28.0.0] 
Third parse is questionable: objbe in zerocopula (analogous to "house in an uproar", or "trip 
to Texas, not Arizona"). 

[28.1.1] 
First parse (counted as correct) attaches "on...assembly" to rn; sa attachment, as in second 
parse, might be considered the more accurate parse. 

[31.1.1A] 
Lexical entry procedure should be modified to generate "'s" plurals routinely for abbrevia- 
tions. 

Xor problem . The contextually incorrect assertion parse preempts the nstg_frag patse that 
is intended here. 

[31.1.1B] 
Here  the attachment of the  pn  in  object or sa seems important,  as "result in"   has an 

.A 
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idiomallc meaning. Thus the lirsl parse, with sa attachment, is not counted as correct. 

I31-1-4! 
"LeaUlng edge" is entered in the lexicon as an idiom, as a result oi its occurence here in 
nvar position. ("Leading" could only be parsed as avar, an impossibility here given that it 
follows a series of npos elements.) Occurence in compounds seems a potential test for fixed 
phrases; compare this sentence with the less acceptable "''peach poisonous pits are 
dangerous" (vs. "peach pits arc dangerous"). 

iAjv.1 ■ 
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CASREPS.TESTD 
Summary of Purst's 

April, 1980 

5en(<nee« not preceded by a casrep« number are modifications of the original text. The rank of tkf 
correct parse ie given in "Correct pame ff" column. Note tkat these data reflect the grammar prior 
to the removal of xor from the fragment rule; therefore the figure» for fragments do not include frag- 
ment parses subsequent to the correct one. 

ffti 

> 

No. Text                                 i No. Parses Times          | 

iM_ ^     | 
Correct parse # 

2.0.0    | Repliiceini'iit requested. 1                    ! 1                ! 

2.1.1 Loss   of   lube   oil   pressure    during 
operation nr. 2 ssdg. 

8 13,19,19,22,25, 
20,30 (34) 

N/C! iiiput(+3can) ] 

!2.1.2 Mela!   particles   found   in   lube   oil 
Biter. 

1 12 1                 i 

3.1.1 Gas  turbine  starting  air  compressor 
inoperative. 

2 

1(1) 

1                 i 

1 3.1.2 Power pack failed. I 

7.0.0 Assistance requested. 1 1(2) 1 

7.1.1 

7.1.2 

7.1.3 

Sac had local monitoring capacity for 
lube oil pressure only, due to the re- 
cent failure of the sac lube oil pres- 
sure transducer. 

1 10 (50) 

2,3 (8) 

*4,5 (0) 

1 

1 | 

2 | 

Prior to engagement it was reported 
that sac lo pressure dropped to zero. 

No metallic particles in oil (liters. 

2 

2 

7.1.4 Borescope   investigation   revealed   a 
broken tooth on the hub ring gear. 

4 5,7,8,10(11) 1                 j 

7.1.5 It is likely the lo pump has sheared. 1 :LW 1                 | 

7.1.0 

7.1.7 

The lo pressure and alarm capability 
is a necessity for operation. 

4 1,2,3,4 (li) 

1(3) 

N/G input 

1                1 

N/G scan 

Drive shaft for sac was manufactured 
locally. 

1 

7.1.8 S/F reinstalled old sac utilizing new 
drive shaft. 

0 

Fe  reinstalled  old sac  utilizing  new 
drive shaft. 

3 3,5,0 (7) 3 

7.1.9 On   testing of sac  lube  oil  pressure 
could not be adjusted above 35 psig. 

3 ,2,0,9(18) 3                ' 

!          i          1 17.1.10 Rejlacement sac will be required. 1 

m t 

m 
% 

mmmmmmmmmmmmmmmi. \.; • ^m&^^MmMMä 
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i 

N».    | Texl No.Parses Times Correct parse jf    \ 

3 7.1.11 The  original  drive  shaft,   when   in- 
ftUlled,     was    packet!     uliiUinn    00 
gratnn of grease,   when   removed,  DM 

failure of sac, the drive shaft was dry 
ami  showed  signs of extensive  heat 
stress. 

? il((()... 

  

1 he   original   drive   shaft,   when   in- 
stalled,    was    packed    utilizing    60 
grams of grease. 

3 VV5 (7) 

11,15 (25) 

1 

1                  1 

1 

1                  i 

When removed, on failure of sac, the 
drive shaft was dry and showed signs 
of extensive heat stress. 

2 

8.0.0 Tech assist requested. 1 

8.1.1 Loss   of   one   of   two   starting   air 
compressors. 

7 12,... 

8.1.2 Low speed coupling from diesel to sac 
lube oil pump failed. 

6 *2,*Ü,14,21,2ü, 
33 (30) 

4                 j 

10.0.0 Tech assist requested. I 2 (2) 1                 | 

10.1.1 HBV  failed,  causing spline  assy   to 
fail causing damage to the sac. 

4 3,4,7,8 1                 ( 

11.0.0 1 Tech assist required. I 2(2) 1                 i 
11.1.1 Compressor will not remain fully en- 

gaged causing erratic operation, surg- 
ing, and  a hazard to personnel and 
equipment. 

55 8,9,10,11....115 
(126) 

4 

12.0.0 Tech review required. 1 2 [2] 1                  j 
12.1.1 Sac lo pressure decreases below alarm 

point approx. seven minutes after en- 
gagement. 

0 N/G scan. 

Sac lo pressure decreases below alarm 
point approx seven minnles after en- 
gagement. 

4 3,7,13,13 
(17) 

i 

12.1.2 Believed due to worn bu.sliings. 4 2,2,4,5 (8) 2 

13.0.0 Must he removed. 1 Ml) 1           1 

13.1.1 Loss of sac oil  pressure droppt'd  to 
72 psi then increased  to ÜÜ  psi and 
then failed while starting gas turbine. 

0 N/G graiii( I input) 

Loss of sac. 1 2 (3) I 

|l4.0.0 

Oil pressure dropped  to 72 psi then 
increased  to 90 psi and  then failed 
while starting gas turbine. 

Req tech assist. 

21 

1 

38    ...     171 

(187) 

MD" " 

N/G             1 

1 

14.1.1 Loss   of   one    of   three    start    air 
compressors. 

2 [12,13 1 

WSjk I ^ •  ■■ mm 
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Nu. Text No.Parses Times 

8     ...      175 

Correct parse 

1_ 
J 

Oil  predsiire  haa dropped   to 7'J  psi 27 
Uion   iucreaNud   lu   UU   psi   and   Uu:ii (179) 
failed while starting gas turbine. 

21,25,28,32,44,...(.131) T" — 14.1.2 Starting  air eompressor engaged   for ! 
approx   two   minutes   whon   lube   oil 
pressure dropped below 65 psi alarm 
setting. 

14.1.3 Compressor could not be disengaged 
from  either  remote  or  local  control 
location,   for   approx   three   minutes 

12 3,0,13,15,38,10,47, 
49,71,73,80.82 
(132) 

1 

following low lube oil pressure alarm. 

»2,*4,7.-.i 14.1.4 Lube oil is very  dark in appearance 4 3 
and has burnt odor. 1L>] 

15.0.0 Tech assist requested. 1 1 (2) 1 
— 

15.1.1 Reliability   of   third   of   three   sac's ? 36 (58) 1 
suspect - if unit fails unable to start 
main propulsion gas turbines. 

15.1.2 Color of 23099 oil indicates overheat- 
ing of sac, oil pressure normal. 

1 17 (20) 1 

16.1.1 During normal start cycle of 1A gas 
turbine,  approx  90 sec   after clutch 
engagement, low lube oil and fail to 
engage  alarm   were   received  on   the 

over 30 162    to    1st 
parse 

N/G gram 

ace. 

2'M    7 "7 T 1 

N/Cl gram 

— 16.1.2 All conditions were normal initially. 1 

16.1.3 Sac  was removed and metal chunks 0 
found in oil pan. 

Sac  was removed and metal chunks 1 2 (5) 1 
were found in oil pan. 

16.1.4 Lube oil pump was removed and was 2 3,4 (0) 1 

16.1.5 

found to be seized. 

Driven  gear  was sheared   on   pump 1 1(3) I 
shaft. 

17.0.0 Tech evaluation req. 1 2(2J 1              1 
17.1.1 Loss of one of three sac's -  routine 

visual  inspection  during  normal  en- 
gine operation revealed gear housing 
cracked. 

2 47,56... 1 

^^^^^^^^mm^mm^^mmmmw^m^^^^mmm^mmm^ 



'vrwTT-vr-'i-y^v^T-w^iv\**f*T-B--7-wmrsnaTwvmnyfmifwr^* i vwim'wuimmm.Hmmmnwr\m'rv-mnMmMmM nmA'mKm*m*m'*rym»Kii nwnm*Mnr*V>'\z*'W'*v\v*Mi'Jl^ 

No. __ 

"l7.i.2 " 

'IV x( 

Kngini-   m'i-iirt'd,   (lel.iilod    iiis|MVtiiiii 
revealed  lart;«» crack  in gear housing 
on    afl    end    and    broken    inaniion 
clamp flange on surge valve outlet. 

No.Parses 

22? 

Tillies 

2072, ... 

(lorrccl jKirsi' /i 

 11? 

Engine secured. 1 MD 1 

Detailed    inspection    revealed    large 
crack in gear housing on aft end and 
broken    nwmnon    clamp    (lange   on 
surge valve outlet. 

Over 22 215,210,... 11 

18.0.0 Item canabilized. 0 N/G input 

Item cannibalized. 1 M5). 1 

18.1.1 Cannibalized   sac   fur   use   on   USS 
Duncan. 

4 14,17,22,24 4 

19.0.0 Part ordered. 1 1(2) 1 

19.1.1 Reduced capability  of nr 4 sac  res- 
tricts ships operation. 

0 

TjüT 

N/G input 

1 Reduced capability  of nr 4 sac  res- 
tricts ship's operation. 

1 

19.1.2 Extended use of nr 4 sac has resulted 
in    periodic    low    lube   oil   pressure 
alarm. 

3 7,10,21 (20) 2 

19.1.3 Lube  oil  change,   filter change,  and 
adjustment    of    pressure     regulator 
have had no impact on lube oil pres- 
sure. 

? 4? 

19.1.4 Ihree minutes is the maximum time 
nr 4 sac can be operated  in a non- 
alarm condition. 

0 N/G scan 

Three minutes is the maximum time 
nr I sac can be operated in an alarm 
condition. 

2 4,8 (14) 1 

20.0.0 Tech assist req. 1 2(2) 1 

20.1.1 During gth motor start, air pressure 
dropped below 30 psi and oil pressure 
decreased slowly to 70 psi, while en- 
gaged. 

Many 102    to    Ist 
parse 

4th+ 

  

During gth motor start, oil pressure 
decreased slowly to 70 psi, while en- 
gaged. 

1 11 (25) 1 

m 
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No. Text No.Parses 

2 
Tillies 

UU2 (17) 

(/'orreel parse // 

1 20.1.2 Metal particlus found in oil saniple. 

'Jti.O.Ü Technical assistance requested. 1 m ..__..     1 

3 20.1.1 Reduced   capacity   of   one   of   three 4 + 13,14,24 ... 

20.1.2 

aac 's. 

4thl Cannot   engage    aac    for   extended 30-f 4 ... 
period   of  time   due   to  increased   lo 
temp and sharp decrease in lo pres- 
sure. 

"*4"ü(8) 

2 (2) 

4,0,14,40 

2 

1 

N/Cl xor 

26.1.3 Metal contamination in lo filter. 2 

20.1.4 Internal part lailure. 

High  lo temp due to design of Lirsl 

1 

4 20.1.5 
ilight oil cooler believed contributor (80) 

to unit failure. 

JLl?)        .11   '.1 1 

N/G xor( (scan) 

27.0.0 Part ordered. 1 

27.1.1 Experienced loss of sac lube oil pres- 0 
sure  and self-disengagement immedi- 
ately   following   clutch   engage   com- 
mand. 

Experienced loss of sac lube oil pres- 4 26,28,;»2,33 N/(! (xor) 
sure and self disengagement immedi- (48) 
ately   following  clutch   engage   com- 
mand. 

N/G input 27.1.2 Sac  apparently  seized  during clutch 0 
engagement causing input drive shaft 
to    remain    stationary    while    drive 
adapted hub on ssdg continued to ro- 
tate. 

Sac  apparently seized  during clutch 8 4,0,18,20,50,51, 0 
engagement causing input drive shaft 59,00 (133) 
to    remain    stationary    while    drive 
adapter hub on ssdg continued to ro- 
tate. 

3,5,7 (9) 1 27.1.3 Drive shaft sheared all internal gear 3 
teeth from drive adapter hub. 

':m. I 29.0.0 Technical assist requested. 1 

29.1.1 Fct open and inspect, revealed bear- 
ing material on bottom of strainer. 

0 N/G input 

1 Fct open  and inspect revealed bear- 2 4,0(12) 
ing material on bottom of strainer. 

108,171,180,181,184, H 29.1.2 After Uushing unit, engaged pressure 10 
dropped to 62 psig within 45 seconds 1«6,192,194,284,280, 
of engaging sac. 298,301,304,309 

29.1.3 Disengaged pressure satisfactory. 1 2 (3) I 

30.0.0 Technical assistance requested. 1 SU)  1 

I^ÄSk^^^ji^^ mmimmmä 
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30.1.1 

Text, 

Loss of one ul' two sac's. 

No.Parses 

2 

Tillies 

10,1 1  (j'lj 

Correct parse //■ _ ... 

30.1.2 Unit   has   low   output   air   pressure, 
resulfmj; in slow gas turbine starts. 

4 18,20,2(1,28 
(52) 

2 

30.1.3 T/S   revealed   normal   sac   lube   oil 
pressure/temperature. 

0 

2~(3) 

N/G scan 

1 Troubleshooting  revealed  normal  oil 
pressure. 

1 

30.1.4 Impellor blade tip erosion evident. 1 3 (5) I 

30.1.5 Sac beyond shipyard repair. 1 5 (5) 1 

30.1.0 Cause or erosion of impellor blades, 
undetermined. 

1 3(8) 1 

30.1.7 Second   generation   sac   received   on- 
board lor installation. 

5 5,7,10,12,14 

m  
2 

32.1.1 Loss of 50 percent of start air capa- 
bility. 

1 13... I 

32.1.2 Nr 2 sac can be operated at reduced 
capacity. 

1 2 (3) 1 

N/Ci input 32.1.3 This situation  present potential over 
temp hazard to lm2500 during start 
up   evolutions   and   further   degrada- 
tion of mobility. 

? 

This stluatiuii presents potential over 
temp hazard to lm2500 during start 
up  evolutions   and   further   degrada- 
tion of mobility. 

over 90 2... 12? 

32.1.4 

32.1J5_ 

33.0.0 

33.!.r 

Difficulty   began with  audible  pulsa- 
tions in compressor outlet air pres- 
sure under steady state conditions. 

Cause of casualty unknown. 

8 

1 

12,15,19,23,25,28,30,32 
(34) 

2(3) 

«? 

1  

1 Request shipyard replace. 1 1 92) 

Oil pressure has been slowly decreas- 
ing. 

1 1(3) 1 

33.1.2 Failure occurred during engine start 
when oil  pressure dropped  below 60 
psig. 

4 3,4,8,9(12) 1 

33.1.3 Investigation   revealed  excessive   fine 
metal particles in oil. 

2 3, 4 (5) I 

I 

1 

1 

1 

34.0.0 Assistance requested. 1 
? 

} .12) 
8 ... 34.1.1 

34.1.2 

Loss of oil pump pressure. 

Suspect   sheared   connecting   pin   in 
pump drive assembly. 

2 10,11 (17) 

34.1.3 Loss   of   pressure   was   sudden   and 
unexpected. 

1 1(2) 

M^MW^^^^^^M^^^^MMi^^^^MMM i^SMMiM^k -:. 
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34.1.4 

Text 

InvcsU^alion   \>y   todil   ruvvalvd   sac 
spllin' input drive shaft disconnected 
from diosel hub. 

No.Panes 

t 

Times 

11,13,15,17 
(25) 

Correct j)urMe // 

■1 

34.1.5 Hub assembly and aplinc shaft errod- 
ed beyond use. 

0 N/O input 

34.1.5 Hub assembly and spline shaft eroded 
beyond use. 

2 4,*8 (10) 1 

34.1.8 Todd LA to replace worn hub assem- 
bly and spline shaft. 

7 15,18,19,26,27,31, 
31 (34) 

5 

35.0.0 Parts ordered. 1 iii?L 1 

35.1.1 Experienced total loss of sac lo pres- 
sure   and   self   disengagement   while 
conducting gte water wash. 

8 55,60,67,71,84,89,94,98 
(105) 

2 

35.1.2 

.Ki.O.O 

Investigation    revealed    stripped    lo 
pump drive gear and hub ring gear. 

2 7,8(13) 1 

Tech assist. 1 KD 1 

31». 1.1 A number of slow gas turbine starts 
has been noted recently using 13 sac. 

2 4,5 (9) 1 

36.1.2 A  trend of increasing lube oil tem- 
perature and decreasing lube oil pres- 
sure   dictated   cleaning   the   lube   oil 
cooler and replacing the lube oil ülter 
as corrective maintenance. 

t 212, ... 4 

A  trend of increasing  lube oil  tem- 
perature and decreasing lube oil pres- 
sure dictated ... replacing the lube oil 
filter as corrective maintenance. 

over 30 26... ? 

A  trend of increasing  lube oil  tem- 
perature ... dictated cleaning the lube 
oil   cooler   ...   as   correcfm    mainte- 

nance. 

8 10,n2,*13,15,40, 
48,50,51 
(90) 

4 

36,1.3 After   the   maintenance   was   accom- 
plished,   operational    tests   revealed 
low lube oil pressure (65 psi which is 

low lube oil alarm set point) before 
the   required   three   minute   sac   en- 
gaged time limit had run out. 

19 114,125,131,140... 4 

36.1.4 The lube oil filter was opened up re- 
vealing minute metallic particles. 

4 2,5,8,12 (16) 4 

36.1.5 Indications  are   that  a  new  lube  oil 
pump is required. 

1 3(4) 1 

I 36.1.6 Guarantee deficiency. 1 KO        

&&^&&&^ 
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CASREPS.TESTB 
Annotations to parse summary 

[2.1.1] 
Scanner problem. Period in abbreviation prevents parsing. 

Structure of NP . In the closest parse obtained (the second), "operation nr, 2 ssdg" is 
parsed inaccurately with "operation" in npos modifying the uamestg. However, introduction 
of implicit "of" seems ill-advised as a means of coping with this non-standard input. 

[2.1.2] 
Advtrb problem .  Restriction fd_d_or_p} prevents analysis of "in" as adverb. 

[7.1.1] 
"Only" is parsed somewhat questionably as an adjective in rn. ''Monitoring'' can only be 
parsed prenominally as adjective, not nvar. 

[7.1.3] 
One might argue that the second (nstg_frag) parse (with sa attachment of the prepositional 
phrase) is more accurate than the first parse ('n which it is attached to rn), but the first is 
counted as correct. 

[7.1.4] 
Again, one might argue that the second parse (with the prepositional phrase in SJ.) is more 
accurate than the first parse (in which it is attached to rn), but the first is counted as 
correct. 

Note that the ambiguity of "broken" as *ven or *adj doubles the parse count. 

!7-li6l 
Number agreement. The grammatical error in this sentence is not the cause of its unparsa- 
bility. (Note that {wagree} has had to be relaxed at least for "be", given grammatical sen- 
tences such as "ten minutes is the limit". In fact, not only "be" allows plural subjects with 
singular verb; cf. "ten minutes of listening to his chatter really taxes me to the limit". It 
seems to be a function of the semantics of the subject rather than the verb.) Thus the error 
in this sentence does not present it from being parsed. 

The sentence as it stands seems incoherent. If it is taken as "[the (correct) lo pressure) and 
[alarm capability]", i.e., with an implicit modifier "correct", then the correct parse is the 
first one. And clearly it is unlikely that the correct reading is the one paraphraseable as "the 
capacity for lo pressure and alarm". Another possibility, suggested by NYU, is that "and" 
is a typographical error. 

"Sitrep 002:" is not treated as part of the sentence proper. 

[7.1.8] 
Scanner problem.   "/" cannot be input. 

[7.1-8]     
"Utilizing" could be legitimately analyzed as noun modifier in apos or rn, or (correctly here) 
as sentence adjunct. 

tÄMi^Ä^^ ÄvSl 



7.1.9 
I assume that on the correct parse "luho oil prüssiirc" is the subject.   The second and ihmi 
parses divide up the string of noun? dill'eren'Jy between sa and subject. 

[7.1.11] 
In fact, this parses as a compound; correct parse is 3rd.   Time: 1,460 sec! 

Punctuation error is assumed for 7.1.11. Thus the comma preceding "when" has been 
changed to a period, as indicnted, and 7.1.11 has been broken into two clauses to test its 
parsability in the absence of this error. 

Second clause : The second parse for this clause is the correct but contextuaily incorrect 
analysis of the object as nn rather than nstgo. 

(8.1.2) 
Adverb problem.   "Low" is tnis-analy?ed as adverbial sa in first two parses. 

[11.1.1] 
The first three parses are correct but distribute In incorrectly ("surging" should be local, I 
assume). 

The massive number of parses appears to be a function of conjunction; whether there are, in 
fact, 55 distinct and grammatical analyses remains to be determined. In the absence of the 
conjoined material (that is, with the first comma and everything to its right deleted), there 
are only three parses. 

[12.1.1] 
Scanner problem.   "." cannot be input. 

The second two parses take "point" as the (arguably intransitive) main verb. 

[13.1.1] 
Punciuatro:' error. This sentence is ungrammatical as punctuated. It has been reanalyzed 
into two clauses. However, it may still be unacceptable: "failed" would seem more likely to 
take the sac, rather than the oil pressure, as its subject. 

Second e/ause ; Conjunction problems . For some reason, three assertions are not parseable 
in conjunction rules generated from this grammar. This forces 13.1.1b to be parsed as three 
Itvr's, but the absence of rv prevents the attachment of their pn's ("to 72psi", etc). Thus 
only the readings in whLh "increased" and "decreased" are past participles in rn remain. 
With the addition of "has" (see table), the correct parse is, in fact, the first parse generated. 

Also, "then" (but not "and") as the conjunction allows for an incorrect reading in which a 
"copied nullobj" is created in the first conjunct. 

14.1.1 
Perhaps the sixth (rather than the fifth) parse is the most accurate, since it attaches 
"below" as object rather than sa. In general, sa attachment of subcategorized-for pn's is not 
regarded as an error, unless the verb  x- pn form a virtual idiom. 

The variety of parses arises from the different attachment possibilities of "for two minutes", 
the "when"-clause, "below 05 psi"; the two analyses of "65 psi alarm setting"; and the 
analysis of  subject as gerund or Inr. 

Also, the fact that the entire sentence can be initially misanalyzed as an Inr contributes to 
the long parsing times. 
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[14.1.31 
Two ambiguUies in UK- absence of conjunction (nominal o" adjectival analysis of "low'', 
"following" as kp or *ving) combine with a three-way conjunction ambiguity ("remote or 
local" analyzed as a conjoined adjadj or a conjoined Inr, the lirst one headed by nulln). 
With the latter, there is the ambiguity between distributed or locrd scope for tpos.qpos. 
The correct parse is assumed to bo the first, in which "low" is adjectival,"following" is a 
preposition, and "remote or local" is a conjoined phrase in adjadj. 

[14.1.4] 
In the parse listed as correct, "in appearance" is a sentence adjunct. However, the fourth 
parse, in which it is a right adjunct of the adjective "dark", is probably still more accurate. 

Adverb problem . Clearly a finer-grained analysis of adverbs is necessary. In the hrst two 
parses, "very" is analyzed incorrectly as an adverb. The adverb features developed by 
Sager will clearly prove uselul here, but there arc difficulties in applying them. There is no 
one feature which is associated with all and only those adverbs which are acceptable in sa 
position. For example, not all ulverbs which may occur in sa position are marked with the 
feature "Jsa": neither "yet" (as in "She has not eaten lunch "^"ET") and "there" (as in "Ke 
was happy THERE") is dsa. There is a group of features one or another of which charac- 
terizes any adverb which may appear in sa; this group includes dsa. dlv, drv, drw. However, 
any adverb input by the SDC lexical entry procedure has an empty feature list, so a restric- 
tion limiting adverbs in sa to those bearing one of these features would require considerable 
lexical work. Finally, an aUempt to exclude sa analyses of adverbs like "very" by forbid- 
ding adverbs with certain features (such as dla — left adjunct of adjective) will prove too 
strong, since, e.g.. "always" is marked with the feature dla as well as drv/drw/dlv. 

[15.1.2] 
I assume that "oil pressure normal" is not to be taken as part of a conjoined object of "indi- 
cate", as the color of oil would not be an indicator of oil pressure. Thus the analysis of this 
sentence as .■,. compound is assumed to be correct. 

Fint clause : Shapes needs to be developed so as to recognize part numbers for this domain. 
Currently, 23699 is parsed only as qpos. 

[16.1.1] 
This sentence presents a number of difficulties. 

Grammatical error .   "Alarm were received" should perhaps be "alarms were received". 

Multiple, sa's . The correct analysis of this sentence would seem to involve two initial sa's, 
something currently disallowed by the grammar. Thus "approx 90 sec after clutch engage- 
ment" is incorrectly parsed as an appos attached to "turbines". 

Treatment of apposatives : This points up the inadequacy of the current appos rule, which 
substitutes for rn and is therefore not associable with a head noun which itself contains an 
rn. 

Conjunction. The rules do not currently allow for conjoined In, so that "(low lube oil) and 
(fail to engage) alarms" cannot, be correctly parsed. (And the contcxtually appropriate parse 
or "disk and sac alarms are required" cannot be generated. ) 

There are an extraordinarily large nnmboi of parses in which the cc-junction is associated 
with the introductory pn in sa, the subject leing "alarms". 

Structure of NP . Also, the bnf rules do not currently allow for modification in npos, as in 
"low lube oil alarm". 

This sentence clearly requires further work, because of the indequacy of the parses obtained 
and the very long parsing times. 
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[16.1.3] 
Conjunction, This sentence does not psrse without addition of "were" to second conjunct. 
Cunjuuction rules do not seem to handle (verb) gapping, even without the "sloppy identity'' 
that holds hero between the overt and implicit instances of "be". ("Sac was repaired and 
disk replaced" is also rejected.) We could allow "and" to join conjnncts, but this seems 
dubious: cf. "sac was repaired - replacement of blade" vs *"sac was repaired and replace- 
ment of blade". 

[17.1.1]  ( 

This is parsed as a compound, with nstg_frag the first element. The second parse is the 
more accurate one: "one" is in qpos modifying nulln. (In the first parse, "oue" is the he.-vd 
nvar.) As with other fragments, only parses with the first fragment option to succeed are 
listed in table. 

Note that zerocopula reading of first conjunct is ruled out by assorted heuristics ({d_of}, 
{w_nonnullJn}). 

[19.1.1] 
Punctuation. Apostrjphe must be added. 

[19.1.3] 
Appos . The first three readings construe the second conjunct as an apposative on the first; 
appos and null options in rn should probably be re-ordered. 

Conjunction . Are the twelve conjunction readings distinct possibilities? The contextually 
correct reading comes late because earlier readings copy the pnpn attached to the final con- 
junct ("of pressure regulator") into earlier conjuncts, while the correct reading would seem 
to be the local one. 

[19.1.4] . 
5canner problem. Word-internal dash not currently recognizable. 

Wagree . Sentences such as this require that wagree be relaxed W How plural subjects with 
"is". (Cf. "Peanut butter and pickles is a horrible combination"). 

[20.1.1] 
Conjunction . Parsing times seem extraordinarily long for this sentence, even given its 
numerous unexpected conjunction ambiguities (the initial pn may be taken as containing 
three conjoined NPs; the first four readings, for example, take "start" as the first of three 
conjoined NPs; the next five or more take "pressure" as subject). 

Upon removal of the first conjunct ("air pressure dropped below 30 psi"), a single (correct) 
parse is generated in II sec (25 to NMP), as indicated in table. 

[26.1.2] 
The conjunction and pn attachment possibilities in this sentence are legion, and have not all 
been examined; in addition, there is an ambiguity between npn (contextually inappropriate) 
and nstgo object analyses. (The npn object option has pval "in", as in "We engaged them in 
conversation".) 

[26.1.5] 
Xor problem . Because there is an assertion reading (with "contributor" the nstgo object of 
active "believed"), the correct zerocopula parse (in which "contributor" is the remanants of 
active sobjbe) is not generated. However, selection can easily rule out this reading. 
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A'or problem.   ESecause there is .-in assertion parse (with '"engage" as main v_j), the contex- 
tually correct tvo parse is not generated. 

Re the long time to first parse; note that the analysis of "experienced" as prenominal *ven 
creates a severe garden path. 

[29.1.1] 
Input. Punctuation error. 

"Open and inspect'^ cutered as idiom in lexicon. 

[29.1.21 
1 e extraordinarily long parsing time for this sentence needs to be investigated. (Note that 
it does present a considerable garden path to the parser, since the entire string "engaged .... 
sac" could be analyzed as an NP.) 

The various analyses depend upon analysis of the two [ving nvar] sequences as Inr or gerund 
(in both cases) and on pn attachment. The selectioi. of the eighth parse as the correct one 
needs to OK verified (accidental logout prevented closer inspection). 

[30.1.1 

Structure of NP . "One" can be parsed ar nvar (in first parse) or q. I mark the first parse as 
correct, though presumably the second u ihe truly correct one. Will this create dufficulties 
for semantics? 

Note that zerocopula analysis is prevented by requirement that predicate m cninal have non- 
null In (compare "party a disaster" with "party disaster"). 

30.1.3 

Scanner problem. Word-internal slashes not accepted. 

[30.1.4] 
Note that the requirement that In b" nonaull, {w_nonaull_ln}, eliminates other zerocopula 
analyses. 

[30.1.5] 
{w_nonnull_In} eliminates other «erocopula readings. 

[30.1.6] 
Comma is now  allowed  port-subject  in  zerocopula, which  may  add considerably   to the 
number of parses for zerocopulas and compounds. 

[32.1.3] 
Grammatical error . "Present" should have been "presents". I assume (without conviction) 
that "over temp" is equivalent to "overheating"; thus it is entered in the lexicon as an 
idiom. 

The nn subcategorization for "present" has been removed from the lexicon, as it sounds 
ungrammatical to me and contributes an additional 20 parses to this sentence. However, 
addition of npn subcategorization adds parses. 

The variety of parses arises from the various pn attachment possibilities, the ambiguity of 
"start up" as an idiom or noun followed by preposition; and, of course, the scope possibili- 
ties associate     -'ith conjunction. 
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[32.1..1] 
The tneabing of this sentence is unclear: are the pulsations really pulsations in air pressure ;' 
The sentence as punctuated would seem to have no other analysis. 

The correct analysis is assumed (without conviction) to be that in which "with:'  is in pn 
object   of "begin" and "under" is in sa. 

[33.0.0] 
"Replace" would have to be entered as a noun to parse this header, but see 34.1.6 for conse- 
quences of this. 

[33.1.1] 
The gerund and ving/nvar readings are prevented by {d_nullLnsr} and {w_ving_lnr}. 

33.1.2 
Although the fourth parse is listed as the correct one ("when" in sa, "below" in object), the 
first parse might be adequate ("when" in rn, "below" in sa). 

[34.1.4] 
Although the fourth parse (sven object, "from" in pn object) is listed as the correct one, the 
first is perhaps adequate: nstgo object, "from" in sa. 

[34.1.6] 
What is "LA"  here? Part of "TODD"? An abbreviated predicate of some sort? A locative 
phrase? It is treated here as simply *n. 

The first four analyses can be eliminated if "replace" is not categorized as a noun (necessary 
for 33.0.0, which is perhaps a frozen p' "ase anyway; perhaps an elliptical tv). 

36.1.1 
Wagree should   perhaps  be  modified  to  allow for plural verbs  following  phrases  like "a 
number of NP". (In this case, however, the verb is singular.) 

Shapes (?): "13 sac" is parsed incorrectly as [qpos + nvar]; a more complete treatment of 
equipment names in this corpus is in order. 

{(/_/«} should be modified to rule out second parse in which "recently" is in Iv of "using". 

36.1.2 
Note very long time (219 sec) to first parse. Correct parse is fourth. 

(djnit sa} disallows the reading^) in which conjoined Inr's are flanked by vingo sa's. 

"As"  is (incorrectly) treated as a conjunction   in certain parses because it is lifted in the 
lexicon as a spword. 

[36.1.3] 
Adverb problem .  Again, "low" is parsed as an adverb in sa in the first reading. 

The very long parsing times need to be examined. (Note that times are shortened by adding 
"sa'- engaged time limit" as an idiom -- first parse in 71 sec, 100 sec to correct parse ~ 
rather than parsing sac (oddly but not really inadequately) as an [leda + ven].) 

Also, there appear to be some duplicate parses. 

[36.1.4] 
The various well-formed but contextually incorrect parses generated include analysis of "up" 
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as preposition (rather than particle), and of "revealing ..." as a gerund, (ef. "For years they 
talked about revealing the secret of their great wealth") 

[36.1.6] 
What does this mean? Xor will only allow the tvo reading. 
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